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#### Abstract

The details of a solver for minimizing a strictly convex quadratic objective function subject to general linear constraints are presented. The method uses a gradient projection algorithm enhanced with subspace acceleration to solve the bound-constrained dual optimization problem. Such gradient projection methods are well-known, but are typically employed to solve the primal problem when only simple bound-constraints are present. The main contributions of this work are threefold. First, we address the challenges associated with solving the dual problem, which is usually a convex problem even when the primal problem is strictly convex. In particular, for the dual problem, one must efficiently compute directions of infinite descent when they exist, which is precisely when the primal formulation is infeasible. Second, we show how the linear algebra may be arranged to take computational advantage of sparsity that is often present in the second-derivative matrix, mostly by showing how sparse updates may be performed for algorithmic quantities. We consider the case that the second-derivative matrix is explicitly available and sparse, and the case when it is available implicitly via a limited memory BFGS representation. Third, we present the details of our Fortran 2003 software package DQP, which is part of the GALAHAD


[^0]suite of optimization routines. Numerical tests are performed on quadratic programming problems from the combined CUTEst and Maros and Meszaros test sets.
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## 1 Introduction

Quadratic problems (QPs) occur naturally in many application areas such as discretetime stabilization, economic dispatch, finite impulse response design, optimal and fuzzy control, optimal power flow, portfolio analysis, structural analysis, support vector machines and VLSI design [40]. They are also a vital component of so-called recursive/successive/sequential quadratic programming (SQP) methods for nonlinear optimization, in which the general nonlinear problem is tackled by solving a sequence of suitable approximating QPs [9,41]. Traditionally, QPs have been solved by either active-set or interior-point methods [65, Ch. 6], but in certain cases gradient-projection methods, which are the focus of this manuscript, may be preferred.

We consider the strictly convex QP

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x):=\frac{1}{2}\langle x, H x\rangle+\langle g, x\rangle \text { subject to } A x \geq c, \tag{1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the Euclidean inner product, the symmetric matrix $H \in \mathbb{R}^{n \times n}$ is positive definite, and $A \in \mathbb{R}^{m \times n}$ is the constraint matrix for some positive integers $m$ and $n$. We are especially interested in the case when $n$ is large and the structure of $A$ and $H$ may be exploited, e.g., when $A$ and $H$ are sparse [40] or the inverse of $H$ is represented in the form

$$
\begin{equation*}
H^{-1}=H_{0}^{-1}+V W V^{T} \tag{2}
\end{equation*}
$$

with the matrix $H_{0}^{-1} \in \mathbb{R}^{n \times n}$ sparse and positive definite (often diagonal), the matrices $V \in \mathbb{R}^{n \times t}$ and $W \in \mathbb{R}^{t \times t}$ dense with $W$ symmetric and non-singular, and $t$ a small even integer typically in the range $0-20$ [11]. Matrices of the form (2) often arise as limited-memory secant Hessian approximations in SQP methods [44-48,61,76].

It is well known [21] that (1) has a related primal-dual problem

$$
\begin{equation*}
\underset{(x, y) \in \mathbb{R}^{n+m}}{\operatorname{maximize}}-\frac{1}{2}\langle x, H x\rangle+\langle c, y\rangle \text { subject to } H x-A^{T} y+g=0, \quad y \geq 0 \tag{3}
\end{equation*}
$$

The optimal objective values of (1) and (3) are equal. After eliminating $x$ from (3), an optimal dual vector $y_{*}$ of (3) is a solution to

$$
\begin{equation*}
y_{*}=\underset{y \in \mathbb{R}^{m}}{\arg \min } q^{\mathrm{D}}(y):=\frac{1}{2}\left\langle y, H^{\mathrm{D}} y\right\rangle+\left\langle g^{\mathrm{D}}, y\right\rangle \text { subject to } y \geq 0 \tag{4}
\end{equation*}
$$

which is the dual problem to (1) with

$$
\begin{equation*}
H^{\mathrm{D}}:=A H^{-1} A^{T} \text { and } g^{\mathrm{D}}:=-A H^{-1} g-c . \tag{5}
\end{equation*}
$$

Once $y_{*}$ is computed, the optimal $x_{*}$ may be recovered by solving $H x_{*}=A^{T} y_{*}-g$. The advantage of this dual formulation is that the geometry of the feasible region is simpler-finding a feasible point is trivial-but at the expense of a more complicated and likely dense Hessian $H^{\mathrm{D}}$. The method that we consider does not require $H^{-1}$ but rather that we can find $u=H^{-1} w$ by solving $H u=w$ or by other means. Note that (1) is infeasible if and only if (4) is unbounded; the latter is possible since $H^{\mathrm{D}}$ may only be positive semidefinite.

### 1.1 Prior work and our contributions

A great number of algorithms have been proposed to solve the general QP (1). They may be classified as either interior-point algorithms, active-set methods, penalty methods, or projected gradient methods, all of which we summarize in turn.

Interior-point methods typically are primal-dual [20,49,56,60,74] in the sense that they solve a linear system during each iteration that is obtained from applying Newton's Method for zero finding to a certain primal-dual nonlinear equation based on a shifted complementary condition. For problems that are convex but perhaps not strictly convex, regularized formulations have been proposed [30] to address the issues associated with potentially solving singular linear systems, or systems that are ill-conditioned. Primal-dual interior-point methods are revered for requiring a small number of iterations in practice, but are difficult to be warm-started, i.e., to solve (1) much more efficiently when given a good estimate of a solution as compared to an arbitrary starting point.

The class of active-set methods complements the set of interior-point solvers. They typically are robust and benefit from warm-starts, but are less scalable than interiorpoint methods. Active-set methods solve a sequence of equality-constrained quadratic subproblems (equivalently, they solve a sequence of linear systems of equations) where the constraints are defined using the current active set (more accurately, using a working set). The diminished capacity for active-set methods to scale is rooted in the fact that the active-set estimates typically change by a single element during each iteration. Thus, it is possible that an exponential number (exponential in the number of constraints) of subproblems may need to be solved to obtain a solution to the original problem (1), which is potentially problematic when the number of constraints is large. Primal feasible active-set methods [5,34,35,43,49,56] require a primal-feasible point that is often costly to obtain, whereas a trivial feasible point exists for dual feasible active-set methods [3,10,36,67,71]. We also mention that non-traditional active-set methods have recently been developed primarily motivated by solving certain problems that arise in optimal control $[17,18,52]$, and that dual active-set methods have also received attention [27,51].

The class of penalty methods may, in some sense, be considered as a compromise between interior-point and active-set methods. Penalty methods solve the
original generally-constrained QP by solving a sequence of QP problems with simpler constraint sets. For example, the method by Spellucci [72] uses a penalty approach to formulate a new primal-dual quadratic objective function with simple bound-constraints whose first-order solutions correspond to solutions of the original generally-constrained problem (1). Although this is a reasonable approach, it typically does not perform well on moderately ill-conditioned problems because the reformulated penalty problem has a condition number that is the cube of the condition number of the original problem. A more standard augmented Lagrangian penalty approach is used by Friedlander and Leyffer [29]. They improve upon standard augmented Lagrangian methods for general nonlinear optimization by using the structure of the QP to more efficiently update problem parameters. The augmented Lagrangian approach means that each subproblem is cheaper to solve, but to ensure convergence, a penalty parameter and an estimate of a Lagrange multiplier vector must be iteratively updated. In our experience, such penalty methods typically warm-start better than interior-point methods but not as well as traditional active-set methods, and scale better than active-set methods, but not as well as interior-point methods. In this sense, one may view them as a compromise between interior-point and active-set methods.

The final class of QP methods, which consists of gradient projection methods, is well-known and typically employed to solve the primal problem when only simple bound-constraints are present [22,23,62-64,69]. When applied to bound-constrained problems, such methods have a modest cost per iteration and usually perform well when the problems are well conditioned or moderately ill-conditioned. However, they tend to perform poorly on ill-conditioned problems. Projection methods are less commonly used to solve dual formulations. One such example is the primaldual projection method used to solve linear-QPs that arise in dynamic and stochastic programming [77]. In this setting, however, both the primal and dual problems have nonsmooth second derivatives. A second example is the dual projection method [2], which focuses on the special structure of the QPs used to solve mixed-integer problems in predictive control. The projection method in [66] is perhaps the most similar to ours. The authors present a gradient projection method called DPG for solving the dual problem, and an accelerated version called DAPG. The formulation of their method is motivated by obtaining an optimal worst-case complexity result, and has a modest cost per iteration of $O(m n)$. They prove that the convergence rate for DPG is $O(1 / k)$, and that the convergence rate for DAPG is $O\left(1 / k^{2}\right)$, where $k$ is the iteration number. Both of these methods require a single projected gradient iteration on the dual problem during each iteration. Whereas their method was designed to obtain an optimal complexity result, the method that we describe is designed to be efficient in practice. For example, whereas DPG and DAPG perform a single gradient projection computation, we allow for either a search along the projected gradient path or a simple projected gradient backtracking search. An additional enhancement to our method is subspace acceleration computations that are routinely used in gradient projection methods. These calculations improve upon a vanilla fixed step length gradient projection method, which is known to have a convergence rate of $O(1 / k)$ in terms of the optimal objective value, so that the methods discussed in this paper inherit the same rate.

The contributions of this paper can be summarized as follows. (i) We address the challenges faced by gradient projection methods in the context of solving the dual QP problem, which is typically a convex (not strictly convex) problem even when the primal problem is strictly convex. In particular, for the dual problem, one must efficiently compute directions of infinite descent when they exist, which is precisely when the primal formulation is infeasible. (ii) We show how the linear algebra may be arranged to take computational advantage of structure that is often present in the second-derivative matrix. In particular, we consider the case that the second-derivative matrix is explicitly available and sparse, and the case when it is available implicitly via a limited memory BFGS representation. (iii) We present the details of our Fortran 2003 software package DQP, which is part of the GALAHAD suite of optimization routines. Numerical tests are performed on quadratic programming problems from the combined CUTEst and Maros and Meszaros test sets.

### 1.2 Notation

We let $I$ be the appropriately-dimensioned identity matrix and $e_{j}$ its $j$ th column. The vector $e$ will be the appropriately-dimensioned vector of ones. The standard inner product of two vectors $x$ and $y$ in $\mathbb{R}^{m}$ is denoted by $\langle x, y\rangle$, with the induced vector (Euclidean) norm being $\|x\|:=\sqrt{\langle x, x\rangle}$. For any index set $\mathcal{S} \subseteq\{1,2, \ldots, m\}$, we defined $\langle x, y\rangle_{\mathcal{S}}:=\sum_{j \in \mathcal{S}} x_{j} y_{j}$ with $x_{j}$ denoting the $j$ th entry in $x$, i.e., $\langle x, y\rangle_{\mathcal{S}}$ is the standard inner produce over the sub-vectors of $x$ and $y$ that correspond to the index set $\mathcal{S}$. Throughout, $H \in \mathbb{R}^{n \times n}$ is positive definite and $A \in \mathbb{R}^{m \times n}$ is the constraint matrix. The quantity $\max (y, 0)$ is the vector whose $i$ th component is the maximum of $y_{j}$ and 0 ; a similar definition is used for $\min (y, 0)$.

## 2 The method

The method we use to solve the dual bound-constrained quadratic program (BQP) (4) is fairly standard $[12,15,62]$ and makes heavy use of projections onto the dual feasible set. Thus, we let

$$
P_{\mathcal{D}}[y]:=\max (y, 0)
$$

be the projection of $y$ onto the dual feasible set

$$
\mathcal{D}:=\left\{y \in \mathbb{R}^{m}: y \geq 0\right\}
$$

associated with (4). The well-studied gradient projection method for BQP is given by Algorithm 1.

Computing only the Cauchy point $y^{\mathrm{C}}$ during each iteration is sufficient to guarantee convergence and, under suitable assumptions, to identify the set of variables that are zero at the solution $[14,58,62]$. Subsequently, the subspace step $\Delta y^{\mathrm{S}}$ will identify the solution, although empirically it also accelerates convergence before the optimal active set is determined. The use of $\alpha_{\max }$ allows for additional flexibility although the

```
Algorithm 1 Accelerated gradient projection method for solving the BQP (4).
    input: Solution estimate \(y \in \mathcal{D}\).
    Choose \(\varepsilon>0\).
    while \(\left\|P_{\mathcal{D}}\left[y-\nabla q^{\mathrm{D}}(y)\right]-y\right\|>\varepsilon\) do
        1. (Cauchy point)
            Set \(d=-\nabla q^{\mathrm{D}}(y)\) and compute \(\alpha^{\mathrm{C}}=\operatorname{argmin}_{\alpha>0} q^{\mathrm{D}}\left(P_{\mathcal{D}}[y+\alpha d]\right)\).
            Set \(y^{\mathrm{C}}=P_{\mathcal{D}}\left[y+\alpha^{\mathrm{C}} d\right]\).
        2. (subspace step)
            Compute \(\mathcal{A}=\mathcal{A}\left(y^{\mathrm{C}}\right)=\left\{i: y_{i}^{\mathrm{C}}=0\right\}\).
            Compute \(\Delta y^{\mathrm{S}}=\operatorname{argmin}_{\Delta y \in \mathbb{R}^{m}} q^{\mathrm{D}}\left(y^{\mathrm{C}}+\Delta y\right)\) subject to \([\Delta y]_{\mathcal{A}}=0\).
        3. (improved subspace point)
            Select \(\alpha_{\text {max }}>0\) and then compute \(\alpha^{\mathrm{S}}=\operatorname{argmin}_{\alpha \in\left[0, \alpha_{\max }\right]} q^{\mathrm{D}}\left(P_{\mathcal{D}}\left[y^{\mathrm{C}}+\alpha \Delta y^{\mathrm{S}}\right]\right)\).
            Set \(y=P_{\mathcal{D}}\left[y^{\mathrm{C}}+\alpha^{\mathrm{S}} \Delta y^{\mathrm{S}}\right]\).
    end while
```

choice $\alpha_{\max }=\infty$ would be common. Another choice would be to set $\alpha_{\max }$ to the largest $\alpha$ value satisfying $\left(y^{\mathrm{C}}+\alpha \Delta y^{\mathrm{S}}\right) \in \mathcal{D}$ so that $\alpha^{\mathrm{S}}$ can easily be computed in closed form.

The Cauchy point and improved subspace point computations both require that we compute a minimizer of the convex dual objection function along a piecewise linear arc. Of course, the exact minimizer suffices, but there may be a computational advantage in accepting suitable approximations. We consider both possibilities in turn.

### 2.1 An exact Cauchy point in Algorithm 1

The Cauchy point may be calculated by stepping along the piecewise linear arc $P_{\mathcal{D}}[y+$ $\alpha d]$ while considering the objective function on each linear segment [15, §3]. The entire behavior can be predicted while moving from one segment to the next by evaluating and using the product $H^{\mathrm{D}} p$, where $p$ is a vector whose non-zeros occur only in positions corresponding to components of $y$ that become zero as the segment ends; thus, $p$ usually has a single nonzero entry. The required product can be obtained as follows:

$$
H^{\mathrm{D}} p=A u \text {, where } H u=w \text { and } w=A^{T} p .
$$

Note that $w$ is formed as a linear combination of the columns of $A^{T}$ indexed by the non-zeros in $p$.

The details of the search along the piecewise linear path is given as Algorithm 2, which is based on [16, Alg. 17.3.1 with typo corrections]. The segments are defined by "breakpoints", and the first and second derivatives of $q^{\mathrm{D}}$ on the arc at the start of the $i$ th segment are denoted by $q_{i}^{\prime}$ and $q_{i}^{\prime \prime}$, respectively.

Algorithm 2 seems to need a sequence of products with $A$ and $A^{T}$ and solves with $H$ to form the products with $H^{\mathrm{D}}$, but fortunately, we may simplify the process considerably. We consider two cases.

```
Algorithm 2 Finding the Cauchy point (preliminary version).
    input: Solution estimate \(y \in \mathcal{D}\) and search direction \(d\).
    Compute the gradient \(\nabla g^{\mathrm{D}}(y)=-A H^{-1}\left(g-A^{T} y\right)-c\) and Hessian \(H^{\mathrm{D}}=A H^{-1} A^{T}\).
    Compute the vector of breakpoints
\[
\alpha_{j}^{\mathrm{B}}=\left\{\begin{array}{ll}
-y_{j} / d_{j} & \text { if } d_{j}<0 \\
\infty & \text { if } d_{j} \geq 0
\end{array} \quad \text { for all } j=1, \ldots n .\right.
\]
Compute the index sets \(\mathcal{I}^{0}=\left\{j: \alpha_{j}^{\mathrm{B}}=0\right\}\) and \(\mathcal{A}^{0}=\mathcal{I} \cup\left\{j: y_{j}=0\right.\) and \(\left.d_{j}=0\right\}\).
Set \(\alpha^{0}=0, e^{0}=\sum_{j \in \mathcal{I}^{0}} d_{j} e_{j}, d^{0}=d-e^{0}\), and \(s^{0}=0\).
Compute \(\ell^{0}=\left\langle\nabla g^{\mathrm{D}}(y), d^{0}\right\rangle\) and \(H^{\mathrm{D}} d^{0}\).
Set \(q_{0}^{\prime}=\ell^{0}\) and compute \(q_{0}^{\prime \prime}=\left\langle d^{0}, H^{\mathrm{D}} d^{0}\right\rangle\).
for \(i=0,1,2, \ldots\) do
1. (find the next breakpoint)
Determine the next breakpoint \(\alpha^{i+1}\), and then set \(\Delta \alpha^{i}=\alpha^{i+1}-\alpha^{i}\).
2. (check the current interval for the Cauchy point)
if \(q_{i}^{\prime} \geq 0\) then return the exact Cauchy point \(y^{\mathrm{C}}=y+s^{i}\). end
if \(q_{i}^{\prime \prime}>0\) then set \(\Delta \alpha=-q_{i}^{\prime} / q_{i}^{\prime \prime}\) else set \(\Delta \alpha=\infty\). end
if \(q_{i}^{\prime \prime}>0\) and \(\Delta \alpha<\Delta \alpha^{i}\) then return the Cauchy point \(y^{\mathrm{C}}=y+s^{i}+\Delta \alpha d^{i}\). end
3. (prepare for the next interval)
Compute the index sets \(\mathcal{I}^{i+1}=\left\{j: \alpha_{j}^{\mathrm{B}}=\alpha^{i+1}\right\}\) and \(\mathcal{A}^{i+1}=\mathcal{A}^{i} \cup \mathcal{I}^{i+1}\).
Compute \(e^{i+1}=\sum_{j \in \mathcal{I}^{i+1}} d_{j} e_{j}, s^{i+1}=s^{i}+\Delta \alpha^{i} d^{i}\), and \(d^{i+1}=d^{i}-e^{i+1}\).
Compute \(H^{\mathrm{D}} e^{i+1}\) and \(\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle\).
Update \(\ell^{i+1}=\ell^{i}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle\) and \(H^{\mathrm{D}} d^{i+1}=H^{\mathrm{D}} d^{i}-H^{\mathrm{D}} e^{i+1}\).
4. (compute the slope and curvature for the next interval)
Use \(H^{\mathrm{D}} d^{i+1}\) to compute \(\gamma^{i+1}=\left\langle s^{i+1}, H^{\mathrm{D}} d^{i+1}\right\rangle\) and \(q_{i+1}^{\prime \prime}=\left\langle d^{i+1}, H^{\mathrm{D}} d^{i+1}\right\rangle\).
Compute \(q_{i+1}^{\prime}=\ell^{i+1}+\gamma^{i+1}\).
end for
```


### 2.1.1 Sparse H

Suppose that $H$ is sparse and that we have the (sparse) Cholesky factorization

$$
\begin{equation*}
H=L L^{T}, \tag{6}
\end{equation*}
$$

where $L$ is a suitable row permutation of a lower triangular matrix. By defining $x:=$ $-H^{-1}\left(g-A^{T} y\right), h^{i}:=L^{-1} A^{T} d^{i}$, and $p^{i}:=L^{-1} A^{T} s^{i}$, and rearranging the inner products, we obtain a simplified method (Algorithm 3), in which products with $A$ and back-solves with $L^{T}$ are avoided in the main loop.

Notice that the product $r^{i}=A^{T} e^{i}$ is with a sparse vector, and that each row of A is accessed at most a single time during the entire solve. Advantage may also be taken of sparsity in $r^{i}$ when performing the forward solve $L w^{i}=r^{i}$ since in many cases $w^{i}$ will be sparse when $L$ is very sparse. This depends, of course, on the specific sparse factorization used, and in particular nested-dissection ordering favors sparse forward solutions [31]. New subroutines to provide this (sparse right-hand side) functionality have been added to each of the HSL packages MA57 [24], MA87 [53] and MA97 [55]. There may also be some gain on high-performance machines in performing a block solve

```
Algorithm 3 Finding the Cauchy point (preliminary sparse version).
    input: Solution estimate \(y \in \mathcal{D}\) and search direction \(d\).
    Solve \(L L^{T} x=A^{T} y-g\) and then set \(\nabla g^{\mathrm{D}}(y)=A x-c\).
    Compute the vector of breakpoints
\[
\alpha_{j}^{\mathrm{B}}=\left\{\begin{array}{cl}
-y_{j} / d_{j} & \text { if } d_{j}<0, \\
\infty & \text { if } d_{j} \geq 0
\end{array} \quad \text { for all } j=1, \ldots n .\right.
\]
Compute the index sets \(\mathcal{I}^{0}=\left\{j: \alpha_{j}^{\mathrm{B}}=0\right\}\) and \(\mathcal{A}^{0}=\mathcal{I} \cup\left\{j: y_{j}=0\right.\) and \(\left.d_{j}=0\right\}\).
Set \(\alpha^{0}=0, e^{0}=\sum_{j \in \mathcal{I}^{0}} d_{j} e_{j}, d^{0}=d-e^{0}\), and \(p^{0}=0\).
Compute \(\ell^{0}=\left\langle\nabla g^{\mathrm{D}}(y), d^{0}\right\rangle\) and \(r^{0}=A^{T} d^{0}\), and solve \(L h^{0}=r^{0}\).
Set \(q_{0}^{\prime}=\ell^{0}\) and compute \(q_{0}^{\prime \prime}=\left\langle h^{0}, h^{0}\right\rangle\).
for \(i=0,1,2, \ldots\) do
```


## 1. (find the next breakpoint)

```
Determine the next breakpoint \(\alpha^{i+1}\), and then set \(\Delta \alpha^{i}=\alpha^{i+1}-\alpha^{i}\).
2. (check the current interval for the Cauchy point)
if \(q_{i}^{\prime \prime}>0\) then set \(\Delta \alpha:=-q_{i}^{\prime} / q_{i}^{\prime \prime}\) else set \(\Delta \alpha=\infty\). end
if \(q_{i}^{\prime} \geq 0\), or \(q_{i}^{\prime \prime}>0\) and \(\Delta \alpha<\Delta \alpha^{i}\) then define \(s\) component-wise by
\[
s_{j}=\left\{\begin{array}{l}
\alpha^{\ell} d_{j} \text { for } j \in \mathcal{I}^{\ell} \text { for each } \ell=0, \ldots, i, \\
\alpha^{i} d_{j} \text { for } j \notin \cup_{l=0}^{i} \mathcal{I}^{\ell} .
\end{array}\right.
\]
end
if \(q_{i}^{\prime} \geq 0\) then return the exact Cauchy point \(y^{\mathrm{C}}=y+s\). end
if \(q_{i}^{\prime \prime}>0\) and \(\Delta \alpha<\Delta \alpha^{i}\) then return the Cauchy point \(y^{\mathrm{C}}=y+s+\Delta \alpha d^{i}\). end
3. (prepare for the next interval)
Compute \(\mathcal{I}^{i+1}=\left\{j: \alpha_{j}^{\mathrm{B}}=\alpha^{i+1}\right\}\) and \(\mathcal{A}^{i+1}=\mathcal{A}^{i} \cup \mathcal{I}^{i+1}\).
Compute \(e^{i+1}=\sum_{j \in \mathcal{I}+1} d_{j} e_{j}, d^{i+1}=d^{i}-e^{i+1}\), and \(\ell^{i+1}=\ell^{i}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle\).
Compute \(r^{i+1}=A^{T} e^{i+1}\), and then solve \(L w^{i+1}=r^{i+1}\).
Update \(p^{i+1}=p^{i}+\Delta \alpha^{i} h^{i}\) and \(h^{i+1}=h^{i}-w^{i+1}\).
4. (compute the slope and curvature for the next interval)
Compute \(\gamma^{i+1}=\left\langle p^{i+1}, h^{i+1}\right\rangle, q_{i+1}^{\prime}=\ell^{i+1}+\gamma^{i+1}\), and \(q_{i+1}^{\prime \prime}=\left\langle h^{i+1}, h^{i+1}\right\rangle\).
end for
```

$$
L\left(w^{i} \ldots w^{i+j}\right)=\left(r^{i} \ldots r^{i+j}\right)
$$

in anticipation of future $w^{i+j}$ for $j>0$, as such solves may take advantage of machine cache. The breakpoints may be found, as required, very efficiently using a heapsort [75].

While this algorithm is an improvement on its predecessor, it may still be inefficient. In particular, the vectors $\left\{h^{i}\right\}$ will generally be dense, and this means that the computation of $\gamma^{i+1}$ and $q_{i+1}^{\prime \prime}$, as well as the update for $p^{i}$, may each require $O(n)$ operations. As we have already noted, by contrast $w^{i}$ is generally sparse, and so our aim must be to rearrange the computation in Algorithm 3 so that products and updates involve $w^{i}$ rather than $h^{i}$.

Note that, using the recurrence $h^{i+1}=h^{i}-w^{i+1}$ allows us to write

$$
\left\langle h^{i+1}, h^{i+1}\right\rangle=\left\langle h^{i}, h^{i}\right\rangle+\left\langle w^{i+1}-2 h^{i}, w^{i+1}\right\rangle
$$

while this and the recurrence $p^{i+1}=p^{i}+\Delta \alpha^{i} h^{i}$ give

$$
\left\langle p^{i+1}, h^{i+1}\right\rangle=\left\langle p^{i}, h^{i}\right\rangle+\Delta \alpha^{i}\left\langle h^{i}, h^{i}\right\rangle-\left\langle p^{i+1}, w^{i+1}\right\rangle .
$$

Combining this with the relationship $q_{i}^{\prime \prime}=\left\langle h_{i}, h_{i}\right\rangle$ yields the recursions

$$
\begin{equation*}
\gamma^{i+1}=\gamma^{i}+\Delta \alpha^{i} q_{i}^{\prime \prime}-\left\langle p^{i+1}, w^{i+1}\right\rangle \text { and } q_{i+1}^{\prime \prime}=q_{i}^{\prime \prime}+\left\langle w^{i+1}-2 h^{i}, w^{i+1}\right\rangle, \tag{7}
\end{equation*}
$$

where we only need the inner products over components $j$ for which $w_{j}^{i+1} \neq 0$.
Now let

$$
\begin{equation*}
u^{i+1}=p^{i+1}-\alpha^{i+1} h^{i}, \text { with } u^{0}=0 . \tag{8}
\end{equation*}
$$

Using $p^{i+1}=p^{i}+\Delta \alpha^{i} h^{i}, \alpha^{i+1}=\alpha^{i}+\Delta \alpha^{i}$, and $h^{i+1}=h^{i}-w^{i+1}$ we have

$$
\begin{aligned}
u^{i+1} & =p^{i}+\Delta \alpha^{i} h^{i}-\alpha^{i+1} h^{i}=p^{i}+\left(\Delta \alpha^{i}-\alpha^{i+1}\right) h^{i} \\
& =p^{i}-\alpha^{i} h^{i}=p^{i}-\alpha^{i}\left(h^{i-1}-w^{i}\right)=u^{i}+\alpha^{i} w^{i}
\end{aligned}
$$

Thus, rather than recurring $p^{i}$, we may instead recur $u^{i}$ and obtain $p^{i+1}=u^{i+1}+$ $\alpha^{i+1} h^{i}$ from (8) as needed. The important difference is that the recursions for $u^{i}$ and $h^{i}$ only involve the likely-sparse vector $w^{i}$. Note that by substituting for $p^{i+1}$, the recurrence for $\gamma^{i+1}$ in (7) becomes

$$
\gamma^{i+1}=\gamma^{i}+\Delta \alpha^{i} q_{i}^{\prime \prime}-\left\langle u^{i+1}, w^{i+1}\right\rangle-\alpha^{i+1}\left\langle h^{i}, w^{i+1}\right\rangle,
$$

which only involves inner products with the likely-sparse vector $w^{i+1}$.
Rearranging the steps in Algorithm 3 using the above equivalent formulations gives our final method stated as Algorithm 4. We note that in practice, we compute $q_{i+1}^{\prime}$ afresh when $\left|q_{i+1}^{\prime} / q_{i}^{\prime}\right|$ becomes small to guard against possible accumulated rounding errors in the recurrences.

Remark 1 We use this remark to highlight for the reader the differences between Algorithms 2-4. The preliminary sparse Algorithm 3 differs from Algorithm 2 by using the factorization (6) of the sparse matrix $H$ along with the paragraph immediately following (6) to efficiently compute the matrix-vector products with $H^{\mathrm{D}}$. While Algorithm 3 was an improvement, it still involved computations with the dense vectors $\left\{h^{i}\right\}$. This weakness was overcome in Algorithm 4 by showing that the calculations could be rearranged to only involve calculations with the often sparse vectors $\left\{w^{i}\right\}$.

### 2.1.2 Structured $H$

Suppose that $H$ has the structure (2). We assume that we can cheaply obtain

$$
\begin{equation*}
H_{0}^{-1}=B B^{T} \tag{9}
\end{equation*}
$$

```
Algorithm 4 Finding the Cauchy point (sparse version).
    input: Solution estimate \(y \in \mathcal{D}\) and search direction \(d\).
    Solve \(L L^{T} x=A^{T} y-g\) and then set \(\nabla g^{\mathrm{D}}(y)=A x-c\).
    Compute the vector of breakpoints
\[
\alpha_{j}^{\mathrm{B}}=\left\{\begin{array}{cl}
-y_{j} / d_{j} & \text { if } d_{j}<0, \\
\infty & \text { if } d_{j} \geq 0
\end{array} \quad \text { for all } j=1, \ldots n\right.
\]
```

Compute the index sets $\mathcal{I}^{0}=\left\{j: \alpha_{j}^{\mathrm{B}}=0\right\}$ and $\mathcal{A}^{0}=\mathcal{I} \cup\left\{j: y_{j}=0\right.$ and $\left.d_{j}=0\right\}$.
Set $\alpha^{0}=0, e^{0}=\sum_{j \in \mathcal{I}^{0}} d_{j} e_{j}, d^{0}=d-e^{0}, u^{0}=0$, and $r^{0}=A^{T} d^{0}$.
Solve $L w^{0}=r^{0}$ and set $h^{0}=w^{0}$.
Compute $q_{0}^{\prime}=\left\langle\nabla g^{\mathrm{D}}(y), d^{0}\right\rangle$ and $q_{0}^{\prime \prime}=\left\langle h^{0}, h^{0}\right\rangle$.
for $i=0,1,2, \ldots$ do

## 1. (find the next breakpoint)

Determine the next breakpoint $\alpha^{i+1}$, and then set $\Delta \alpha^{i}=\alpha^{i+1}-\alpha^{i}$.
2. (check the current interval for the Cauchy point)
if $q_{i}^{\prime \prime}>0$ then set $\Delta \alpha:=-q_{i}^{\prime} / q_{i}^{\prime \prime}$ else set $\Delta \alpha=\infty$. end
if $q_{i}^{\prime} \geq 0$, or $q_{i}^{\prime \prime}>0$ and $\Delta \alpha<\Delta \alpha^{i}$ then define $s$ component-wise by

$$
s_{j}=\left\{\begin{array}{l}
\alpha^{\ell} d_{j} \text { for } j \in \mathcal{I}^{\ell} \text { for each } \ell=0, \ldots, i, \\
\alpha^{i} d_{j} \text { for } j \notin \cup_{l=0}^{i} \mathcal{I}^{\ell} .
\end{array}\right.
$$

end
if $q_{i}^{\prime} \geq 0$ then return the Cauchy point $y^{\mathrm{C}}=y+s$. end
if $q_{i}^{\prime \prime}>0$ and $\Delta \alpha<\Delta \alpha^{i}$ then return the Cauchy point $y^{\mathrm{C}}=y+s+\Delta \alpha d^{i}$. end
if $\Delta \alpha^{i}=\infty$ and $q_{i}^{\prime \prime} \leq 0$ then the problem is unbounded below. end
3. (prepare for the next interval)

Compute $\mathcal{I}^{i+1}=\left\{j: \alpha_{j}^{\mathrm{B}}=\alpha^{i+1}\right\}$ and $\mathcal{A}^{i+1}=\mathcal{A}^{i} \cup \mathcal{I}^{i+1}$.
Compute $e^{i+1}=\sum_{j \in \mathcal{I}^{i+1}} d_{j} e_{j}, d^{i+1}=d^{i}-e^{i+1}$, and $u^{i+1}=u^{i}+\alpha^{i} w^{i}$.
Compute $r^{i+1}=A^{T} e^{i+1}$, and then solve $L w^{i+1}=r^{i+1}$.
4. (compute the slope and curvature for the next interval)

Compute $q_{i+1}^{\prime}=q_{i}^{\prime}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle+\Delta \alpha^{i} q_{i}^{\prime \prime}-\left\langle u^{i+1}+\alpha^{i+1} h^{i}, w^{i+1}\right\rangle$.
Compute $q_{i+1}^{\prime \prime}=q_{i}^{\prime \prime}+\left\langle w^{i+1}-2 h^{i}, w^{i+1}\right\rangle$, and $h^{i+1}=h^{i}-w^{i+1}$.
end for
for some sparse matrix $B$ (this is trivial in the common case that $H^{-1}$ is diagonal). Now, consider Algorithm 2 and define the following:

$$
\begin{array}{ll}
h_{\mathrm{B}}^{i}:=B^{T} A^{T} d^{i} \in \mathbb{R}^{n}, & p_{\mathrm{B}}^{i}:=B^{T} A^{T} s^{i} \in \mathbb{R}^{n}, \\
h_{\mathrm{V}}^{i}:=V^{T} A^{T} d^{i} \in \mathbb{R}^{t}, & p_{\mathrm{V}}^{i}:=V^{T} A^{T} s^{i} \in \mathbb{R}^{t} .
\end{array}
$$

The key, as in Sect. 2.1.1, is to efficiently compute

$$
q_{i}^{\prime}=\ell^{i}+\left\langle p_{\mathrm{B}}^{i}, h_{\mathrm{B}}^{i}\right\rangle+\left\langle p_{\mathrm{V}}^{i}, W h_{\mathrm{V}}^{i}\right\rangle \text { and } q_{i}^{\prime \prime}=\left\langle h_{\mathrm{B}}^{i}, h_{\mathrm{B}}^{i}\right\rangle+\left\langle h_{\mathrm{V}}^{i}, W h_{\mathrm{V}}^{i}\right\rangle .
$$

The terms $\left\langle p_{\mathrm{V}}^{i}, W h_{\mathrm{V}}^{i}\right\rangle$ and $\left\langle h_{\mathrm{V}}^{i}, W h_{\mathrm{V}}^{i}\right\rangle$ involve vectors of length $t$ and a matrix of size $t \times t$, so are of low computational cost; the updates $s^{i+1}=s^{i}+\Delta \alpha^{i} d^{i}$ and
$d^{i+1}=d^{i}-e^{i+1}$ show that $h_{\mathrm{V}}^{i+1}$ and $p_{\mathrm{V}}^{i+1}$ may be recurred via

$$
\begin{aligned}
& h_{\mathrm{V}}^{i+1}=h_{\mathrm{V}}^{i}-w_{\mathrm{V}}^{i+1}, \\
& p_{\mathrm{V}}^{i+1}=p_{\mathrm{V}}^{i}+\Delta \alpha^{i} h_{\mathrm{V}}^{i},
\end{aligned} \quad \text { where } w_{\mathrm{V}}^{i+1}=V^{T} r^{i+1} \text { and } r^{i+1}=A^{T} e^{i+1}
$$

Note that $w_{\mathrm{V}}^{i+1}$ is formed from the product of the likely-sparse vector $r^{i+1}$ and the $t \times n$ matrix $V^{T}$. Thus, we focus on how to efficiently compute

$$
q_{\mathrm{B}, i}^{\prime}:=\ell^{i}+\left\langle p_{\mathrm{B}}^{i}, h_{\mathrm{B}}^{i}\right\rangle \text { and } q_{\mathrm{B}, i}^{\prime \prime}:=\left\langle h_{\mathrm{B}}^{i}, h_{\mathrm{B}}^{i}\right\rangle
$$

since $h_{\mathrm{B}}^{i}$ and $p_{\mathrm{B}}^{i}$ are generally dense. It follows from $d^{i+1}=d^{i}-e^{i+1}$ that

$$
\begin{equation*}
h_{\mathrm{B}}^{i+1}=h_{\mathrm{B}}^{i}-w_{\mathrm{B}}^{i+1} \text { and } p_{\mathrm{B}}^{i+1}=p_{\mathrm{B}}^{i}+\Delta \alpha^{i} h_{\mathrm{B}}^{i}, \quad \text { where } w_{\mathrm{B}}^{i+1}=B^{T} r^{i+1} \tag{10}
\end{equation*}
$$

Note that $w_{\mathrm{B}}^{i+1}$ is likely to be sparse since it is formed from the product of the likelysparse vector $r^{i+1}$ and the sparse matrix $B^{T}$. We then follow precisely the reasoning that lead to (7) to see that

$$
\begin{aligned}
q_{\mathrm{B}, i+1}^{\prime} & =q_{\mathrm{B}, i}^{\prime}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle+\Delta \alpha^{i} q_{\mathrm{B}, i}^{\prime \prime}-\left\langle p_{\mathrm{B}}^{i+1}, w_{\mathrm{B}}^{i+1}\right\rangle \text { and } \\
q_{\mathrm{B}, i+1}^{\prime \prime} & =q_{\mathrm{B}, i}^{\prime \prime}+\left\langle w_{\mathrm{B}}^{i+1}-2 h_{\mathrm{B}}^{i}, w_{\mathrm{B}}^{i+1}\right\rangle
\end{aligned}
$$

where we only need to take the inner products over components $j$ for which $\left[w_{\mathrm{B}}^{i+1}\right]_{j} \neq$ 0 . The only remaining issue is the dense update to $p_{\mathrm{B}}^{i}$, which is itself required to compute $\left\langle p_{\mathrm{B}}^{i+1}, w_{\mathrm{B}}^{i+1}\right\rangle$. However, we may proceed as before to define $u_{\mathrm{B}}^{i+1}=p_{\mathrm{B}}^{i+1}-$ $\alpha^{i+1} h_{\mathrm{B}}^{i}$ with $u_{\mathrm{B}}^{i}=0$ so that

$$
\begin{equation*}
u_{\mathrm{B}}^{i+1}=u_{\mathrm{B}}^{i}+\alpha^{i} w_{\mathrm{B}}^{i} \tag{11}
\end{equation*}
$$

and

$$
q_{\mathrm{B}, i+1}^{\prime}=q_{\mathrm{B}, i}^{\prime}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle+\Delta \alpha^{i} q_{\mathrm{B}, i}^{\prime \prime}-\left\langle u_{\mathrm{B}}^{i+1}, w_{\mathrm{B}}^{i+1}\right\rangle-\alpha^{i+1}\left\langle h_{\mathrm{B}}^{i}, w_{\mathrm{B}}^{i+1}\right\rangle .
$$

This recurrence for $q_{\mathrm{B}, i+1}^{\prime}$ and the previous one for $q_{\mathrm{B}, i+1}^{\prime \prime}$ merely require $u_{\mathrm{B}}^{i+1}$ and $h_{\mathrm{B}}^{i}$, which may themselves be recurred using the same likely-sparse $w_{\mathrm{B}}^{i+1}$ from (10) and (11). We summarize our findings in Algorithm 5.

### 2.2 An approximate Cauchy point in Algorithm 1

In some cases, it may be advantageous to approximate the Cauchy point using a backtracking projected linesearch [62]. The basic idea is to pick an initial step size $\alpha_{\text {init }}>0$, a reduction factor $\beta \in(0,1)$ and a decrease tolerance $\eta \in\left(0, \frac{1}{2}\right)$, and then compute the smallest nonnegative integer $i$ for which

$$
\begin{equation*}
q^{\mathrm{D}}\left(y^{i+1}\right) \leq q^{\mathrm{D}}(y)+\eta\left\langle\nabla g^{\mathrm{D}}(y), d^{i+1}\right\rangle \tag{12}
\end{equation*}
$$

```
Algorithm 5 Finding the Cauchy point (structured version).
    input: Solution estimate \(y \in \mathcal{D}\) and search direction \(d\).
    Compute \(x=\left(B B^{T}+V W V^{T}\right)\left(A^{T} y-g\right)\) and then set \(\nabla g^{\mathrm{D}}(y)=A x-c\).
    Compute the vector of breakpoints
\[
\alpha_{j}^{\mathrm{B}}=\left\{\begin{array}{cl}
-y_{j} / d_{j} & \text { if } d_{j}<0, \\
\infty & \text { if } d_{j} \geq 0
\end{array} \quad \text { for all } j=1, \ldots n .\right.
\]
Compute \(\mathcal{I}^{0}=\left\{j: \alpha_{j}^{\mathrm{B}}=0\right\}\) and \(\mathcal{A}^{0}=\mathcal{I}^{0} \cup\left\{j: y_{j}=0\right.\) and \(\left.d_{j}=0\right\}\).
Set \(\alpha^{0}=0, e^{0}=\sum_{j \in \mathcal{I}^{0}} d_{j} e_{j}, d^{0}=d-e^{0}, u_{\mathrm{B}}^{0}=0\), and \(p_{\mathrm{V}}^{0}=0\).
Compute \(r^{0}=A^{T} d^{0}, h_{\mathrm{B}}^{0}=B^{T} r^{0}, h_{\mathrm{V}}^{0}=V^{T} r^{0}\).
Compute \(q_{0}^{\prime}=\left\langle\nabla g^{\mathrm{D}}(y), d^{0}\right\rangle\) and \(q_{0}^{\prime \prime}=\left\langle h_{\mathrm{B}}^{0}, h_{\mathrm{B}}^{0}\right\rangle+\left\langle h_{\mathrm{V}}^{0}, W h_{\mathrm{V}}^{0}\right\rangle\).
for \(i=0,1,2, \ldots\) do
```


## 1. (find the next breakpoint)

```
Determine the next breakpoint \(\alpha^{i+1}\), and then set \(\Delta \alpha^{i}=\alpha^{i+1}-\alpha^{i}\).
2. (check the current interval for the Cauchy point)
if \(q_{i}^{\prime \prime}>0\) then set \(\Delta \alpha:=-q_{i}^{\prime} / q_{i}^{\prime \prime}\) else set \(\Delta \alpha=\infty\). end
if \(q_{i}^{\prime} \geq 0\), or \(q_{i}^{\prime \prime}>0\) and \(\Delta \alpha<\Delta \alpha^{i}\) then define \(s\) component-wise by
\[
s_{j}=\left\{\begin{array}{l}
\alpha^{\ell} d_{j} \text { for } j \in \mathcal{I}^{\ell} \text { for each } \ell=0, \ldots, i, \\
\alpha^{i} d_{j} \text { for } j \notin \cup_{l=0}^{i} \mathcal{I}^{\ell} .
\end{array}\right.
\]
end
if \(q_{i}^{\prime} \geq 0\) then return the exact Cauchy point \(y^{\mathrm{C}}=y+s^{i}\). end
if \(q_{i}^{\prime \prime}>0\) and \(\Delta \alpha<\Delta \alpha^{i}\) then return the Cauchy point \(y^{\mathrm{C}}=y+s^{i}+\Delta \alpha d^{i}\). end
3. (prepare for the next interval)
Update the index sets \(\mathcal{I}^{i+1}=\left\{j: \alpha_{j}^{\mathrm{B}}=\alpha^{i+1}\right\}\) and \(\mathcal{A}^{i+1}=\mathcal{A}^{i} \cup \mathcal{I}^{i+1}\).
Compute \(e^{i+1}=\sum_{j \in \mathcal{I}^{i+1}} d_{j} e_{j}, d^{i+1}=d^{i}-e^{i+1}\), and \(r^{i+1}=A^{T} e^{i+1}\).
Compute, \(w_{\mathrm{B}}^{i+1}=B^{T} r^{i+1}, w_{\mathrm{V}}^{i+1}=V^{T} r^{i+1}\), and \(u_{\mathrm{B}}^{i+1}=u_{\mathrm{B}}^{i}+\alpha^{i} w_{\mathrm{B}}^{i}\).
Set \(p_{\mathrm{V}}^{i+1}=p_{\mathrm{V}}^{i}+\Delta \alpha^{i} h_{\mathrm{V}}^{i}\) and \(h_{\mathrm{V}}^{i+1}=h_{\mathrm{V}}^{i}-w_{\mathrm{V}}^{i+1}\).
4. (compute the slope and curvature for the next interval)
Compute \(q_{\mathrm{B}, i+1}^{\prime}=q_{i}^{\prime}-\left\langle\nabla g^{\mathrm{D}}(y), e^{i+1}\right\rangle+\Delta \alpha^{i} q_{i}^{\prime \prime}-\left\langle u_{\mathrm{B}}^{i+1}+\alpha^{i+1} h_{\mathrm{B}}^{i}, w_{\mathrm{B}}^{i+1}\right\rangle\).
Compute \(q_{\mathrm{B}, i+1}^{\prime \prime}=q_{i}^{\prime \prime}+\left\langle w_{\mathrm{B}}^{i+1}-2 h_{\mathrm{B}}^{i}, w_{\mathrm{B}}^{i+1}\right\rangle\).
Compute \(q_{i+1}^{\prime}=q_{\mathrm{B}, i+1}^{\prime}+\left\langle p_{\mathrm{V}}^{i+1}, W h_{\mathrm{V}}^{i+1}\right\rangle\) and \(q_{i+1}^{\prime \prime}=q_{\mathrm{B}, i+1}^{\prime \prime}+\left\langle h_{\mathrm{V}}^{i+1}, W h_{\mathrm{V}}^{i+1}\right\rangle\).
Compute \(h_{\mathrm{B}}^{i+1}=h_{\mathrm{B}}^{i}-w_{\mathrm{B}}^{i+1}\).
end for
```

with

$$
y^{i+1}=P_{\mathcal{D}}\left[y+\alpha^{i} d\right], \quad \alpha^{i}=(\beta)^{i} \alpha_{\text {init }}, \quad \text { and } d^{i+1}=y^{i+1}-y,
$$

for $i \geq 0$. Thus, we must efficiently compute $y^{i+1}, q_{i+1}:=q^{\mathrm{D}}\left(y^{i+1}\right)$, and $q_{i+1}^{\prime}=$ $\left\langle\nabla g^{\mathrm{D}}(y), d^{i+1}\right\rangle$. To this end, we define $\Delta y^{i}:=y^{i+1}-y^{i}$ for $i \geq 1$. We can then observe, for all $i \geq 1$, that

$$
\begin{equation*}
q_{i+1}^{\prime}=\left\langle\nabla g^{\mathrm{D}}(y), d^{i+1}\right\rangle=\left\langle\nabla g^{\mathrm{D}}(y), y^{i}-y+\Delta y^{i}\right\rangle=q_{i}^{\prime}+\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle . \tag{13}
\end{equation*}
$$

To achieve efficiency, we take advantage of the structure of $\Delta y^{i}$ and basic properties of the backtracking projected line search. In particular, we know that once a component,
say the $j$ th, satisfies $y_{j}^{i}>0$, then it will also hold that $y_{j}^{\ell}>0$ for all $\ell \geq i$. Thus, in contrast to an exact Cauchy point search that moves forward along the piecewise projected gradient path, the projected backtracking line search only starts to free up variables as the iterations proceed. With this in mind, we compute the index sets

$$
\begin{align*}
& \mathcal{A}=\left\{j: y_{j}=0 \text { and } d_{j} \leq 0\right\}, \\
& \mathcal{F}=\left\{j: d_{j}>0, \text { or } d_{j}=0<y_{j}\right\}, \quad \text { and }  \tag{14}\\
& \mathcal{U}=\{1,2, \ldots, m\} \backslash(\mathcal{A} \cup \mathcal{F}),
\end{align*}
$$

at the beginning of the process, and maintain the index sets

$$
\begin{equation*}
\mathcal{A}^{i}:=\left\{j \in \mathcal{U}: y_{j}^{i}=0\right\} \text { and } \mathcal{F}^{i}:=\left\{j \in \mathcal{U}: y_{j}^{i}>0\right\} \text { for } i \geq 1, \tag{15}
\end{equation*}
$$

as well as, for all $i \geq 2$, the index sets

$$
\begin{align*}
& \mathcal{S}_{1}^{i}:=\mathcal{F}^{i+1} \cap \mathcal{A}^{i}, \\
& \mathcal{S}_{2}^{i}:=\mathcal{F}^{i+1} \cap \mathcal{F}^{i} \cap \mathcal{A}^{i-1}, \text { and }  \tag{16}\\
& \mathcal{S}_{3}^{i}:=\mathcal{F}^{i+1} \cap \mathcal{F}^{i} \cap \mathcal{F}^{i-1} .
\end{align*}
$$

The set $\mathcal{A}(\mathcal{F})$ contains the indices of variables that we know are active (free) at the Cauchy point that will be computed. We also know that

$$
\mathcal{F}^{i} \subseteq \mathcal{F}^{i+1} \text { and } \mathcal{A}^{i+1} \subseteq \mathcal{A}^{i} \text { for all } i \geq 1
$$

as a consequence of the approximate Cauchy point search. Using these inclusions, it follows that

$$
\mathcal{S}_{3}^{i+1}=\mathcal{S}_{3}^{i} \cup \mathcal{S}_{2}^{i}, \quad \mathcal{S}_{2}^{i+1}=\mathcal{S}_{1}^{i}, \quad \text { and } \mathcal{S}_{1}^{i+1}=\mathcal{F}^{i+2} \cap \mathcal{A}^{i+1} .
$$

These index sets become useful when noting that, for $i \geq 2$, the following hold:

$$
\Delta y_{j}^{i}= \begin{cases}0 & \text { if } j \in \mathcal{A} \cup \mathcal{A}^{i+1},  \tag{17}\\ \beta \Delta y_{j}^{i-1} & \text { if } j \in \mathcal{F} \cup \mathcal{S}_{3}^{i}, \\ y_{j}^{i+1}-y_{j}^{i} & \text { if } j \in \mathcal{S}_{1}^{i} \cup \mathcal{S}_{2}^{i}\end{cases}
$$

Also, for future reference, note that it follows from (17) that

$$
\Delta y^{i}=\beta \Delta y^{i-1}+\delta y^{i-1}, \text { with } \delta y_{j}^{i-1}:= \begin{cases}0 & \text { if } j \in \mathcal{A} \cup \mathcal{A}^{i+1} \cup \mathcal{F} \cup \mathcal{S}_{3}^{i},  \tag{18}\\ \Delta y_{j}^{i}-\beta \Delta y_{j}^{i-1} & \text { if } j \in \mathcal{S}_{1}^{i} \cup \mathcal{S}_{2}^{i},\end{cases}
$$

where the vector $\delta y^{i-1}$ is usually sparse. Second, the index sets are useful when computing the inner products that involve $\Delta y^{i}$ (e.g., see (13)) as shown in Algorithm 6. By combining the recursion performed for $g^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle$ in Algorithm 6 with (13)

```
Algorithm 6 Efficiently computing \(c^{i}=\left\langle\Delta y^{i}, c\right\rangle\) and \(g^{i}:=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle\).
    input: \(y^{1}, y^{2}, \Delta y^{1}, \mathcal{F}, \mathcal{A}, \mathcal{F}^{1}, \mathcal{A}^{1}, \mathcal{F}^{2}\), and \(\mathcal{A}^{2}\).
    Compute \(\mathcal{S}_{1}^{1}=\mathcal{F}^{2} \cap \mathcal{A}^{1}, \mathcal{S}_{2}^{1}=\emptyset\), and \(\mathcal{S}_{3}^{1}=\mathcal{F}^{1} \cap \mathcal{F}^{2}\).
    Compute \(g_{F}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{F}}, g_{1}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}\).
    Compute \(g_{2}^{1}=0\), and \(g_{3}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Compute \(c_{F}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{F}}, c_{1}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}, c_{2}^{1}=0\), and \(c_{3}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Set \(g^{1}=g_{F}^{1}+g_{1}^{1}+g_{2}^{1}+g_{3}^{1}\) and \(c^{1}=c_{F}^{1}+c_{1}^{1}+c_{2}^{1}+c_{3}^{1}\).
    for \(i=2,3, \ldots\) do
        1. (Compute required elements of \(y^{i+1}\) and update active sets.)
            Set \(y_{j}^{i+1}=y_{j}+\alpha^{i} d_{j}\) for all \(j \in \mathcal{S}_{1}^{i-1}\) and \(y_{j}^{i+1}=P_{\mathcal{D}}\left(y_{j}+\alpha^{i} d_{j}\right)\) for all \(j \in \mathcal{A}^{i}\).
            Compute \(\mathcal{C}^{i}=\left\{j \in \mathcal{A}^{i}: y_{j}^{i+1}>0\right\}\).
            Set \(\mathcal{F}^{i+1}=\mathcal{F}^{i} \cup \mathcal{C}^{i}\) and \(\mathcal{A}^{i+1}=\mathcal{A}^{i} \backslash \mathcal{C}^{i}\).
        2. (Compute required elements of \(\Delta y^{i}\).)
            Set \(\mathcal{S}_{1}^{i}=\mathcal{F}^{i+1} \cap \mathcal{A}^{i}\).
            Set \(\mathcal{S}_{3}^{i}=\mathcal{S}_{3}^{i-1} \cup \mathcal{S}_{2}^{i-1}\) and \(\mathcal{S}_{2}^{i}=\mathcal{S}_{1}^{i-1}\).
            Compute \(\Delta y_{j}^{i}=y_{j}^{i+1}-y_{j}^{i}\) for all \(j \in \mathcal{S}_{1}^{i} \cup \mathcal{S}_{2}^{i}\).
        3. (Perform recursion.)
            Set \(g_{F}^{i}=\beta g_{F}^{i-1}\).
            Set \(g_{1}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, g_{2}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(g_{3}^{i}=\beta\left(g_{2}^{i-1}+g_{3}^{i-1}\right)\).
            Set \(c_{F}^{i}=\beta c_{F}^{i-1}, c_{1}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, c_{2}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(c_{3}^{i}=\beta\left(c_{2}^{i-1}+c_{3}^{i-1}\right)\).
            Set \(g^{i}=g_{F}^{i}+g_{1}^{i}+g_{2}^{i}+g_{3}^{i}\) and \(c^{i}=c_{F}^{i}+c_{1}^{i}+c_{2}^{i}+c_{3}^{i}\).
    end for
```

we obtain an efficient recursion for the sequence $\left\{q_{i}^{\prime}\right\}$. The other sequence $\left\{c^{i}\right\}$ that is recurred in Algorithm 6 will be used when considering the different representations for $H$ in the next two sections.

### 2.2.1 Sparse $H$

We may use (4), (5), (6), and $c^{i}=\left\langle\Delta y^{i}, c\right\rangle$ introduced in Algorithm 6 to derive

$$
\begin{align*}
& q_{i+1} \\
& =q^{\mathrm{D}}\left(y^{i+1}\right)=q^{\mathrm{D}}\left(y^{i}+\Delta y^{i}\right) \\
& =q^{\mathrm{D}}\left(y^{i}\right)-\left\langle\Delta y^{i}, A H^{-1}\left(g-A^{T} y\right)+c\right\rangle+\frac{1}{2}\left\langle\Delta y^{i}, A H^{-1} A^{T} \Delta y^{i}\right\rangle \\
& =q^{\mathrm{D}}\left(y^{i}\right)-\left\langle\Delta y^{i}, c\right\rangle+\left\langle L^{-1} A^{T} \Delta y^{i} L^{-1}\left(A^{T} y-g\right)\right\rangle+\frac{1}{2}\left\langle L^{-1} A^{T} \Delta y^{i}, L^{-1} A^{T} \Delta y^{i}\right\rangle \\
& =q^{\mathrm{D}}\left(y^{i}\right)-\left\langle\Delta y^{i}, c\right\rangle+\left\langle s^{i}, h\right\rangle+\frac{1}{2}\left\langle s^{i}, s^{i}\right\rangle=q_{i}-\left\langle\Delta y^{i}, c\right\rangle+\left\langle s^{i}, h\right\rangle+\frac{1}{2}\left\langle s^{i}, s^{i}\right\rangle \\
& =q_{i}-c^{i}+\left\langle s^{i}, h\right\rangle+\frac{1}{2}\left\langle s^{i}, s^{i}\right\rangle, \tag{19}
\end{align*}
$$

where

$$
\begin{equation*}
L s^{i}=A^{T} \Delta y^{i} \text { and } L h=A^{T} y-g . \tag{20}
\end{equation*}
$$

Note that $s^{i}$ is not likely to be sparse since $\Delta y^{i}$ is usually not sparse, which makes the computation in (19) inefficient. However, by making use of (18), we can see that

$$
\begin{equation*}
s^{i+1}=\beta s^{i}+\delta s^{i}, \text { where } L\left(\delta s^{i}\right)=A^{T}\left(\delta y^{i}\right) \tag{21}
\end{equation*}
$$

since $L s^{i+1}=\beta L s^{i}+L\left(\delta s^{i}\right)=\beta A^{T} \Delta y^{i}+A^{T}\left(\delta y^{i}\right)=A^{T}\left(\beta \Delta y^{i}+\left(\delta y^{i}\right)\right)=$ $A^{T} \Delta y^{i+1}$. Moreover, since $\delta y^{i}$ is usually sparse, it follows from (21) that the vector $\delta s^{i}$ will likely be sparse when $L$ and $A$ are sparse. We can also use (21) to obtain

$$
\begin{aligned}
\left\langle s^{i+1}, h\right\rangle & =\beta\left\langle s^{i}, h\right\rangle+\left\langle\delta s^{i}, h\right\rangle \text { and } \\
\left\langle s^{i+1}, s^{i+1}\right\rangle & =\beta^{2}\left\langle s^{i}, s^{i}\right\rangle+\left\langle\delta s^{i}, 2 s^{i}+\delta s^{i}\right\rangle,
\end{aligned}
$$

which allow us to perform the sparse updates required to compute (19). These observations are combined with our previous comments to form Algorithm 7.

### 2.2.2 Structured $H$

When $H$ is structured according to (2) and (9), an argument similar to (19) shows that

$$
\begin{align*}
q_{i+1} & =q^{\mathrm{D}}\left(y^{i+1}\right)=q^{\mathrm{D}}\left(y^{i}+\Delta y^{i}\right) \\
& =q^{\mathrm{D}}\left(y^{i}\right)-\left\langle\Delta y^{i}, c\right\rangle+\left\langle A^{T} \Delta y^{i} H^{-1}\left(A^{T} y-g\right)\right\rangle+\frac{1}{2}\left\langle A^{T} \Delta y^{i}, H^{-1} A^{T} \Delta y^{i}\right\rangle \\
& =q_{i}-\left\langle\Delta y^{i}, c\right\rangle+\left\langle h_{\mathrm{B}}, s_{\mathrm{B}}^{i}\right\rangle+\left\langle h_{\mathrm{V}}, W s_{\mathrm{V}}^{i}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{B}}^{i}, s_{\mathrm{B}}^{i}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{V}}^{i}, W s_{\mathrm{V}}^{i}\right\rangle, \\
& =q_{i}-c^{i}+\left\langle h_{\mathrm{B}}, s_{\mathrm{B}}^{i}\right\rangle+\left\langle h_{\mathrm{V}}, W s_{\mathrm{V}}^{i}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{B}}^{i}, s_{\mathrm{B}}^{i}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{V}}^{i}, W s_{\mathrm{V}}^{i}\right\rangle, \tag{22}
\end{align*}
$$

where

$$
\begin{array}{ll}
s_{\mathrm{B}}^{i}=B^{T} A^{T} \Delta y^{i}, & h_{\mathrm{B}}=B^{T}\left(A^{T} y-g\right), \\
s_{\mathrm{V}}^{i}=V^{T} A^{T} \Delta y^{i}, & h_{\mathrm{V}}=V^{T}\left(A^{T} y-g\right) . \tag{23}
\end{array}
$$

Similar to (21), we can use (18) to obtain

$$
\begin{equation*}
s_{\mathrm{B}}^{i+1}=\beta s_{\mathrm{B}}^{i}+\delta s_{\mathrm{B}}^{i}, \quad \text { with } \quad \delta s_{\mathrm{B}}^{i}=B^{T} A^{T}\left(\delta y^{i}\right), \tag{24}
\end{equation*}
$$

which in turn leads to

$$
\begin{aligned}
\left\langle s_{\mathrm{B}}^{i+1}, h_{\mathrm{B}}\right\rangle & =\beta\left\langle s_{\mathrm{B}}^{i}, h_{\mathrm{B}}\right\rangle+\left\langle\delta s_{\mathrm{B}}^{i}, h_{\mathrm{B}}\right\rangle \text { and } \\
\left\langle s_{\mathrm{B}}^{i+1}, s_{\mathrm{B}}^{i+1}\right\rangle & =\beta^{2}\left\langle s_{\mathrm{B}}^{i}, s_{\mathrm{B}}^{i}\right\rangle+\left\langle\delta s_{\mathrm{B}}^{i}, 2 s_{\mathrm{B}}^{i}+\delta s_{\mathrm{B}}^{i}\right\rangle .
\end{aligned}
$$

These updates allow for the sparse updates required to compute (22). These observations are combined with our previous comments to form Algorithm 8.

### 2.3 The subspace step in Algorithm 1

Let $\mathcal{A}$ be the active set at the Cauchy point (see Algorithm 1) and $\mathcal{F}=\{1,2, \ldots, m\} \backslash \mathcal{A}$ with $m_{\mathcal{F}}=|\mathcal{F}|$. By construction, the components of $y^{\mathrm{C}}$ that correspond to $\mathcal{A}$ are

```
Algorithm 7 Finding an inexact Cauchy point (sparse version).
    input: Current point \(y \in \mathcal{D}\) and search direction \(d\).
    Choose constants \(\alpha_{\text {init }}>0, \beta \in(0,1)\), and \(\eta \in\left(0, \frac{1}{2}\right)\).
    Solve \(L h=A^{T} y-g\) and \(L^{T} x=h\), and then set \(\nabla g^{\mathrm{D}}(y)=A x-c\).
    Solve \(L w=A^{T} y\), set \(v=w-h\), solve \(L^{T} z=v\), and then set \(q^{\mathrm{D}}(y)=\frac{1}{2}\langle w, w\rangle-\langle y, c+A z\rangle\).
    Define \(\mathcal{A}, \mathcal{F}\), and \(\mathcal{U}\) using (14).
    Set \(y_{j}^{1}=y_{j}+d_{j}\) for \(j \in \mathcal{F}\) and \(y_{j}^{1}=P_{\mathcal{D}}\left[y_{j}+\alpha d_{j}\right]\) for \(j \in \mathcal{U}\).
    Compute \(\mathcal{F}^{1}\) and \(\mathcal{A}^{1}\) using (15).
    Solve \(L v=g\), then solve \(L^{T} z=v\).
    Set \(q_{1}=\frac{1}{2}\langle w, w\rangle-\left\langle y^{1}, c+A z\right\rangle\) and \(q_{1}^{\prime}=\left\langle\nabla q^{\mathrm{D}}(y), y^{1}-y\right\rangle_{\mathcal{F} \cup \mathcal{U}}\).
    if \(q_{1} \leq q^{\mathrm{D}}(y)+\eta q_{1}^{\prime}\) then return the approximate Cauchy point \(y^{1}\). end
    Compute \(y_{j}^{2}=y_{j}+\alpha^{2} d_{j}\) for all \(j \in \mathcal{F} \cup \mathcal{F}^{1}\) and \(y_{j}^{2}=P_{\mathcal{D}}\left(y_{j}+\alpha^{2} d_{j}\right)\) for all \(j \in \mathcal{A}^{1}\).
    Compute \(\mathcal{C}^{1}=\left\{j \in \mathcal{A}^{1}: y_{j}^{2}>0\right\}\).
    Set \(\mathcal{F}^{2}=\mathcal{F}^{1} \cup \mathcal{C}^{1}\) and \(\mathcal{A}^{2}=\mathcal{A}^{1} \backslash \mathcal{C}^{1}\).
    Compute \(\mathcal{S}_{1}^{1}=\mathcal{F}^{2} \cap \mathcal{A}^{1}, \mathcal{S}_{2}^{1}=\emptyset\), and \(\mathcal{S}_{3}^{1}=\mathcal{F}^{1} \cap \mathcal{F}^{2}\).
    Compute \(\Delta y_{j}^{1}=y_{j}^{2}-y_{j}^{1}\) for all \(j \in \mathcal{F} \cup \mathcal{S}_{1}^{1} \cup \mathcal{S}_{3}^{1}\).
    Compute \(g_{F}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{F}}\).
    Compute \(g_{1}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}, g_{2}^{1}=0\), and \(g_{3}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Compute \(c_{F}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{F}}, c_{1}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}, c_{2}^{1}=0\), and \(c_{3}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Set \(g^{1}=g_{F}^{1}+g_{1}^{1}+g_{2}^{1}+g_{3}^{1}\) and \(c^{1}=c_{F}^{1}+c_{1}^{1}+c_{2}^{1}+c_{3}^{1}\).
    Solve for \(s^{1}\) using (20), and then compute \(\left\langle s^{1}, h\right\rangle\) and \(\left\langle s^{1}, s^{1}\right\rangle\).
    Set \(q_{2}=q_{1}-c^{1}+\left\langle s^{1}, h\right\rangle+\frac{1}{2}\left\langle s^{1}, s^{1}\right\rangle\) and \(q_{2}^{\prime}=q_{1}^{\prime}+g^{1}\).
    for \(i=2,3, \ldots\) do
        if \(q_{i} \leq q^{\mathrm{D}}(y)+\eta q_{i}^{\prime}\) then return the approximate Cauchy point \(y^{i}\). end
        Set \(\alpha^{i}=(\beta)^{i} \alpha_{\text {init }}\).
        Compute \(y_{j}^{i+1}=y_{j}+\alpha^{i} d_{j}\) for all \(j \in \mathcal{S}_{1}^{i-1}\) and \(y_{j}^{i+1}=P_{\mathcal{D}}\left(y_{j}+\alpha^{i} d_{j}\right)\) for all \(j \in \mathcal{A}^{i}\).
        Compute \(\mathcal{C}^{i}=\left\{j \in \mathcal{A}^{i}: y_{j}^{i+1}>0\right\}\).
        Set \(\mathcal{F}^{i+1}=\mathcal{F}^{i} \cup \mathcal{C}^{i}\) and \(\mathcal{A}^{i+1}=\mathcal{A}^{i} \backslash \mathcal{C}^{i}\).
        Set \(\mathcal{S}_{1}^{i}=\mathcal{F}^{i+1} \cap \mathcal{A}^{i}, \mathcal{S}_{3}^{i}=\mathcal{S}_{3}^{i-1} \cup \mathcal{S}_{2}^{i-1}\), and \(\mathcal{S}_{2}^{i}=\mathcal{S}_{1}^{i-1}\).
        Set \(\Delta y_{j}^{i}=y_{j}^{i+1}-y_{j}^{i}\) for all \(j \in \mathcal{S}_{1}^{i} \cup \mathcal{S}_{2}^{i}\).
        Set \(g_{F}^{i}=\beta g_{F}^{i-1}\).
        Set \(g_{1}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, g_{2}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(g_{3}^{i}=\beta\left(g_{2}^{i-1}+g_{3}^{i-1}\right)\).
    Set \(c_{F}^{i}=\beta c_{F}^{i-1}, c_{1}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, c_{2}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(c_{3}^{i}=\beta\left(c_{2}^{i-1}+c_{3}^{i-1}\right)\).
    Set \(g^{i}=g_{F}^{i}+g_{1}^{i}+g_{2}^{i}+g_{3}^{i}\) and \(c^{i}=c_{F}^{i}+c_{1}^{i}+c_{2}^{i}+c_{3}^{i}\).
    Compute \(\delta s^{i-1}\) from (21) with \(\delta y^{i-1}\) defined by (18).
    Compute \(\left\langle s^{i}, h\right\rangle=\beta\left\langle s^{i-1}, h\right\rangle+\left\langle\delta s^{i-1}, h\right\rangle\).
    Compute \(\left\langle s^{i}, s^{i}\right\rangle=\beta^{2}\left\langle s^{i-1}, s^{i-1}\right\rangle+\left\langle\delta s^{i-1}, 2 s^{i-1}+\delta s^{i-1}\right\rangle\).
    Set \(q_{i+1}=q_{i}-c^{i}+\left\langle s^{i}, h\right\rangle+\frac{1}{2}\left\langle s^{i}, s^{i}\right\rangle\) and \(q_{i+1}^{\prime}=q_{i}^{\prime}+g^{i}\).
    end for
```

zero, and those corresponding to $\mathcal{F}$ are strictly positive. With $\Delta y=\left(\Delta y^{A}, \Delta y^{F}\right)$, the subspace phase requires that we approximately

$$
\underset{\Delta y \in \mathbb{R}^{m}}{\operatorname{minimize}} \frac{1}{2}\left\langle\Delta y, H^{\mathrm{D}} \Delta y\right\rangle+\left\langle\Delta y, g^{\mathrm{D}}+H^{\mathrm{D}} y^{\mathrm{C}}\right\rangle \text { subject to } \Delta y^{A}=0,
$$

```
Algorithm 8 Finding an inexact Cauchy point (structured version).
    input: Current point \(y \in \mathcal{D}\) and search direction \(d\).
    Choose constants \(\alpha_{\text {init }}>0, \beta \in(0,1)\), and \(\eta \in\left(0, \frac{1}{2}\right)\).
    Compute \(x=\left(B B^{T}+V W V^{T}\right)\left(A^{T} y-g\right)\), and then set \(\nabla g^{\mathrm{D}}(y)=A x-c\).
    Compute \(w=B^{T} A^{T} y, z=V^{T} A^{T} y, b_{g}=B^{T} g\), and \(v_{g}=V^{T} g\).
    Compute \(h_{\mathrm{B}}=w-b_{g}\) and \(\mathrm{h}_{\mathrm{V}}=z-v_{g}\).
    Set \(q^{\mathrm{D}}(y)=\frac{1}{2}\langle w, w\rangle+\frac{1}{2}\langle z, W z\rangle-\langle y, c\rangle-\left\langle w, b_{g}\right\rangle-\left\langle z, W v_{g}\right\rangle\).
    Define \(\mathcal{A}, \mathcal{F}\), and \(\mathcal{U}\) using (14).
    Set \(y_{j}^{1}=y_{j}+d_{j}\) for \(j \in \mathcal{F}\) and \(y_{j}^{1}=P_{\mathcal{D}}\left[y_{j}+\alpha d_{j}\right]\) for \(j \in \mathcal{U}\).
    Compute \(\mathcal{F}^{1}\) and \(\mathcal{A}^{1}\) using (15).
    Compute \(q_{1}=\frac{1}{2}\left\langle y^{1}, A\left(B B^{T}+V W V^{T}\right) A^{T} y^{1}\right\rangle+\left\langle A\left(B B+V W V^{T}\right)^{T} g+c, y^{1}\right\rangle\).
    Compute \(q_{1}^{\prime}=\left\langle\nabla q^{\mathrm{D}}(y), y^{1}-y\right\rangle_{\mathcal{F} \cup \mathcal{U}}\).
    if \(q_{1} \leq q^{\mathrm{D}}(y)+\eta q_{1}^{\prime}\) then return the approximate Cauchy point \(y^{1}\). end
    Compute \(y_{j}^{2}=y_{j}+\alpha^{2} d_{j}\) for all \(j \in \mathcal{F} \cup \mathcal{F}^{1}\) and \(y_{j}^{2}=P_{\mathcal{D}}\left(y_{j}+\alpha^{2} d_{j}\right)\) for all \(j \in \mathcal{A}^{1}\).
    Compute \(\mathcal{C}^{1}=\left\{j \in \mathcal{A}^{1}: y_{j}^{2}>0\right\}\).
    Set \(\mathcal{F}^{2}=\mathcal{F}^{1} \cup \mathcal{C}^{1}\) and \(\mathcal{A}^{2}=\mathcal{A}^{1} \backslash \mathcal{C}^{1}\).
    Compute \(\mathcal{S}_{1}^{1}=\mathcal{F}^{2} \cap \mathcal{A}^{1}, \mathcal{S}_{2}^{1}=\emptyset\), and \(\mathcal{S}_{3}^{1}=\mathcal{F}^{1} \cap \mathcal{F}^{2}\).
    Compute \(\Delta y_{j}^{1}=y_{j}^{2}-y_{j}^{1}\) for all \(j \in \mathcal{F} \cup \mathcal{S}_{1}^{1} \cup \mathcal{S}_{3}^{1}\).
    Compute \(g_{F}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{F}}\).
    Compute \(g_{1}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}, g_{2}^{1}=0\), and \(g_{3}^{1}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Compute \(c_{F}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{F}}, c_{1}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{1}^{1}}, c_{2}^{1}=0\), and \(c_{3}^{1}=\left\langle c, \Delta y^{1}\right\rangle_{\mathcal{S}_{3}^{1}}\).
    Set \(g^{1}=g_{F}^{1}+g_{1}^{1}+g_{2}^{1}+g_{3}^{1}\) and \(c^{1}=c_{F}^{1}+c_{1}^{1}+c_{2}^{1}+c_{3}^{1}\).
    Solve for \(s_{\mathrm{B}}^{1}\) using (23), and then compute \(\left\langle s_{\mathrm{B}}^{1}, h_{\mathrm{B}}\right\rangle\) and \(\left\langle s_{\mathrm{B}}^{1}, s_{\mathrm{B}}^{1}\right\rangle\).
    Set \(q_{2}=q_{1}-c^{1}+\left\langle s_{\mathrm{B}}^{1}, h_{\mathrm{B}}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{B}}^{1}, s_{\mathrm{B}}^{1}\right\rangle\) and \(q_{2}^{\prime}=q_{1}^{\prime}+g^{1}\).
    for \(i=2,3, \ldots\) do
    if \(q_{i} \leq q^{\mathrm{D}}(y)+\eta q_{i}^{\prime}\) then return the approximate Cauchy point \(y^{i}\). end
    Set \(\alpha^{i}=(\beta)^{i} \alpha_{\text {init }}\).
    Compute \(y_{j}^{i+1}=y_{j}+\alpha^{i} d_{j}\) for all \(j \in \mathcal{S}_{1}^{i-1}\) and \(y_{j}^{i+1}=P_{\mathcal{D}}\left(y_{j}+\alpha^{i} d_{j}\right)\) for all \(j \in \mathcal{A}^{i}\).
    Compute \(\mathcal{C}^{i}=\left\{j \in \mathcal{A}^{i}: y_{j}^{i+1}>0\right\}\).
    Set \(\mathcal{F}^{i+1}=\mathcal{F}^{i} \cup \mathcal{C}^{i}\) and \(\mathcal{A}^{i+1}=\mathcal{F}^{i} \backslash \mathcal{C}^{i}\).
    Set \(\mathcal{S}_{1}^{i}=\mathcal{F}^{i+1} \cap \mathcal{A}^{i}, \mathcal{S}_{3}^{i}=\mathcal{S}_{3}^{i-1} \cup \mathcal{S}_{2}^{i-1}\), and \(\mathcal{S}_{2}^{i}=\mathcal{S}_{1}^{i-1}\).
    Compute \(\Delta y_{j}^{i}=y_{j}^{i+1}-y_{j}^{i}\) for all \(j \in \mathcal{S}_{1}^{i} \cup \mathcal{S}_{2}^{i}\).
    Set \(g_{F}^{i}=\beta g_{F}^{i-1}\).
    Set \(g_{1}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, g_{2}^{i}=\left\langle\nabla g^{\mathrm{D}}(y), \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(g_{3}^{i}=\beta\left(g_{2}^{i-1}+g_{3}^{i-1}\right)\).
    Set \(c_{F}^{i}=\beta c_{F}^{i-1}, c_{1}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{1}^{i}}, c_{2}^{i}=\left\langle c, \Delta y^{i}\right\rangle_{\mathcal{S}_{2}^{i}}\), and \(c_{3}^{i}=\beta\left(c_{2}^{i-1}+c_{3}^{i-1}\right)\).
    Set \(g^{i}=g_{F}^{i}+g_{1}^{i}+g_{2}^{i}+g_{3}^{i}\) and \(c^{i}=c_{F}^{i}+c_{1}^{i}+c_{2}^{i}+c_{3}^{i}\).
    Compute \(\delta s_{\mathrm{B}}^{i-1}\) from (24) with \(\delta y^{i-1}\) defined by (18).
    Compute \(\left\langle s_{\mathrm{B}}^{i}, h_{\mathrm{B}}\right\rangle=\beta\left\langle s_{\mathrm{B}}^{i-1}, h_{\mathrm{B}}\right\rangle+\left\langle\delta s_{\mathrm{B}}^{i-1}, h_{\mathrm{B}}\right\rangle\).
    Compute \(\left\langle s_{\mathrm{B}}^{i}, s_{\mathrm{B}}^{i}\right\rangle=\beta^{2}\left\langle s_{\mathrm{B}}^{i-1}, s_{\mathrm{B}}^{i-1}\right\rangle+\left\langle\delta s_{\mathrm{B}}^{i-1}, 2 s_{\mathrm{B}}^{i-1}+\delta s_{\mathrm{B}}^{i-1}\right\rangle\).
    Set \(q_{i+1}=q_{i}-c^{i}+\left\langle s_{\mathrm{B}}^{i}, h_{\mathrm{B}}\right\rangle+\frac{1}{2}\left\langle s_{\mathrm{B}}^{i}, s_{\mathrm{B}}^{i}\right\rangle\) and \(q_{i+1}^{\prime}=q_{i}^{\prime}+g^{i}\).
    end for
```

whose solution (when it exists) we denote by $\Delta y_{*}=\left(\Delta y_{*}^{A}, \Delta y_{*}^{F}\right)=\left(0, \Delta y_{*}^{F}\right)$ with

$$
\begin{equation*}
\Delta y_{*}^{F}=\underset{\Delta y^{F} \in \mathbb{R}^{m} \mathcal{F}}{\operatorname{argmin}} q^{F}\left(\Delta y^{F}\right):=\frac{1}{2}\left\langle\Delta y^{F}, H^{F} \Delta y^{F}\right\rangle+\left\langle\Delta y^{F}, g^{F}\right\rangle, \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{F}:=A^{F} H^{-1}\left(A^{F}\right)^{T} \text { and } g^{F}:=-A^{F} H^{-1}\left(g-\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}\right)-c^{F} \tag{26}
\end{equation*}
$$

here, $A^{F}$ and $\left(y^{\mathrm{C}}\right)^{F} / c^{F}$ denote, respectively, the rows of $A$ and components of $y^{\mathrm{C}} / c$ that correspond to the index set $\mathcal{F}$. There are then two distinct possibilities. Either (25) has a finite solution or $q^{F}\left(\Delta y^{F}\right)$ is unbounded below. Moreover, we may attempt to find such a solution using either a direct (factorization-based) or iterative approach. We consider these aspects over the next several sections.

### 2.3.1 Finite subspace minimizer

Since the objective in (25) is convex and quadratic, when $q^{F}\left(\Delta y^{F}\right)$ is bounded below its stationarity conditions give that

$$
\begin{equation*}
H^{F} \Delta y_{*}^{F}=-g^{F}, \tag{27}
\end{equation*}
$$

that is to say

$$
\begin{equation*}
A^{F} H^{-1}\left(A^{F}\right)^{T} \Delta y_{*}^{F}=A^{F} H^{-1}\left(g-\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}\right)+c^{F} . \tag{28}
\end{equation*}
$$

Given $x$, if we then define $\Delta x_{*}$ via

$$
x+\Delta x_{*}=H^{-1}\left[\left(A^{F}\right)^{T}\left(\left(y^{\mathrm{C}}\right)^{F}+\Delta y_{*}^{F}\right)-g\right],
$$

then we have

$$
\left(\begin{array}{c}
H  \tag{29}\\
\left.A^{F} A^{F}\right)^{T} \\
A^{2}
\end{array}\right)\binom{x+\Delta x_{*}}{-\left(y^{\mathrm{C}}\right)^{F}-\Delta y_{*}^{F}}=\binom{-g}{c^{F}}
$$

or equivalently

$$
\left(\begin{array}{cc}
H & \left(A^{F}\right)^{T}  \tag{30}\\
A^{F} & 0
\end{array}\right)\binom{x+\Delta x_{*}}{-\Delta y_{*}^{F}}=\binom{\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}-g}{c^{F}} .
$$

Notice that, so long as (29) (equivalently (30)) is consistent, we have

$$
\Delta x_{*}=\underset{\Delta x \in \mathbb{R}^{n}}{\operatorname{argmin}} \frac{1}{2}\langle x+\Delta x, H(x+\Delta x)\rangle+\langle x+\Delta x, g\rangle \text { subject to } A^{F}(x+\Delta x)=c^{F},
$$

with $\left(y^{\mathrm{C}}\right)^{F}+\Delta y_{*}^{F}$ the Lagrange multiplier vector. Of course the previous optimization problem is nothing other than a subproblem that would be solved by a primal active-set method for a correction $\Delta x$ to a given $x$, and this indicates that the dual generalized Cauchy point may alternatively be viewed as a mechanism for identifying primal active constraints. Finally, we note that $\Delta y_{*}^{F}$ may be computed using any of the many direct or iterative methods for solving (28) or (30) [4].

### 2.3.2 Subspace minimizer at infinity

Since $H^{F}$ is positive semi-definite and possibly singular, the linear system (28) (equivalently (27)) may be inconsistent. We shall use the following well-known generic result. ${ }^{1}$ (The proof follows by minimizing $\|M u-b\|_{2}^{2}$ and letting $v=b-M u$ whenever $M u \neq b$ ).
Theorem 1 [The Fredholm Alternative [57, Thm 4, p. 174]] Let $M \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$. Then, either there exists $u \in \mathbb{R}^{n}$ for which $M u=b$ or there exists $v \in \mathbb{R}^{m}$ such that $M^{T} v=0$ and $\langle b, v\rangle>0$.
It follows from Theorem 1 that if (27) is inconsistent, there must be a direction of linear infinite descent [13], i.e., a vector $\Delta y_{\infty}^{F}$ for which

$$
\begin{equation*}
H^{F} \Delta y_{\infty}^{F}=0 \text { and }\left\langle\Delta y_{\infty}^{F}, g^{F}\right\rangle<0 \tag{31}
\end{equation*}
$$

along which

$$
q^{F}\left(\alpha \Delta y_{\infty}^{F}\right)=\alpha\left\langle\Delta y_{\infty}^{F}, g^{F}\right\rangle
$$

decreases linearly to minus infinity as $\alpha$ increases. Alternatively, examining (26), it is clear that inconsistency of (28) is only possible when $c^{F}$ does not lie in the range of $A^{F}$. In this case, the Fredholm alternative implies that there exists a $\Delta y_{\infty}^{F}$ satisfying

$$
\begin{equation*}
\left(A^{F}\right)^{T} \Delta y_{\infty}^{F}=0 \text { and }\left\langle\Delta y_{\infty}^{F}, c^{F}\right\rangle>0 \tag{32}
\end{equation*}
$$

which is also a direction of linear infinite descent since

$$
q^{F}\left(\alpha \Delta y_{\infty}^{F}\right)=-\alpha\left\langle\Delta y_{\infty}^{F}, c^{F}\right\rangle
$$

We now consider how to use $H^{F}$ to find a $\Delta y_{\infty}^{F}$ that satisfies (31), and leave the details of how we might instead satisfy (32) to the Supplementary Material.

To find $\Delta y_{\infty}^{F}$ satisfying (31), we require $H^{F} \Delta y_{\infty}^{F} \equiv A^{F} H^{-1}\left(A^{F}\right)^{T} \Delta y_{\infty}^{F}=0$. Now, if we define $\Delta w_{\infty}:=H^{-1}\left(A^{F}\right)^{T} \Delta y_{\infty}^{F}$, then we have that

$$
\left(\begin{array}{cc}
H & \left(A^{F}\right)^{T}  \tag{33}\\
A^{F} & 0
\end{array}\right)\binom{\Delta w_{\infty}}{-\Delta y_{\infty}^{F}}=\binom{0}{0} .
$$

[^1]Moreover, the second requirement in (31) is that

$$
\begin{equation*}
0>\left\langle\Delta y_{\infty}^{F}, g^{F}\right\rangle=\left\langle-\Delta y_{\infty}^{F}, c^{F}\right\rangle+\left\langle\Delta w_{\infty},\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}-g\right\rangle \tag{34}
\end{equation*}
$$

where we have used (26) and the definition of $\Delta w_{\infty}$. Notice that (33)-(34) together satisfy the negative Fredholm alternative to (30), which can be seen by applying Theorem 1 with the following data:

$$
\begin{array}{rlrl}
M & =K:=\left(\begin{array}{cc}
H & \left(A^{F}\right)^{T} \\
A^{F} & 0
\end{array}\right), & u & =\binom{x+\Delta x}{-\Delta y^{F}} \\
b & :=\binom{\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}-g}{c^{F}}, & v=\binom{\Delta w}{-\Delta y_{\infty}^{F}} .
\end{array}
$$

To see how we might compute the required direction of linear infinite descent in this case, suppose that

$$
\begin{equation*}
K=L B L^{T} \tag{35}
\end{equation*}
$$

where $L$ is a permuted unit-lower-triangular matrix and $B$ is a symmetric block diagonal matrix comprised of one-by-one and two-by-two blocks-the sparse symmetricindefinite factorization packages MA 27 [25], MA5 7 [24], MA77 [68], MA 86 [54], MA9 9 [55], PARDISO [70] and WSMP [50] offer good examples. Crucially, any singularity in $K$ is reflected solely in $B$. Our method will return either a solution to (30) or to (33)-(34). To this end, we define $w$ so that

$$
L w=b
$$

and then consider trying to solve the system

$$
\begin{equation*}
B z=w . \tag{36}
\end{equation*}
$$

If the system (36) is consistent, and thus there is a $z$ satisfying (36), the vector $u$ for which $L^{T} u=z$ also solves $K u=b$ and thus its components solve (30). By contrast, if (36) is inconsistent, Theorem 1 implies that there is a vector $p$ for which

$$
\begin{equation*}
B p=0 \text { and }\langle p, w\rangle>0 . \tag{37}
\end{equation*}
$$

In this case, the vector $v$ for which $L^{T} v=p$ also satisfies

$$
K v=L B L^{T} v=L B p=0
$$

and

$$
\langle v, b\rangle=\langle v, L w\rangle=\left\langle L^{T} v, w\right\rangle=\langle p, w\rangle>0
$$

because of (37). Thus the Fredholm alternative for data $K$ and $b$ may be resolved by considering the Fredholm alternative for the far-simpler block-diagonal $B$ and $w$.

To investigate the consistency of (36), we form the spectral factorizations $B_{i}=$ $Q_{i} D_{i} Q_{i}^{T}$ for an orthonormal $Q_{i}$ and diagonal $D_{i}$ for each of the $\ell$ (say) one-by-one and two-by-two diagonal blocks, and build the overall factorization

$$
B=\left(\begin{array}{ccc}
Q_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & Q_{\ell}
\end{array}\right)\left(\begin{array}{ccc}
D_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & D_{\ell}
\end{array}\right)\left(\begin{array}{ccc}
Q_{1}^{T} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & Q_{\ell}^{T}
\end{array}\right)=Q D Q^{T}
$$

Singularity of $B$ is thus readily identifiable from the block diagonal matrix $D$, and the system (36) is consistent if and only if $\left(Q^{T} w\right)_{i}=0$ whenever $D_{i i}=0$, where $D_{i i}$ is the $i$ th diagonal entry of the matrix $D$. If the system is inconsistent, then a direction $p$ of linear infinite descent satisfying (37) can be obtained by defining $\mathcal{J}=\left\{j: D_{j j}=0\right.$ and $\left.\left(Q^{T} w\right)_{j} \neq 0\right\} \neq \emptyset$ and then setting $p=Q s$, where

$$
s_{j}=\left\{\begin{array}{cc}
0 & \text { for } \quad j \notin \mathcal{J} \\
\left(Q^{T} w\right)_{j} & \text { for } \quad j \in \mathcal{J}
\end{array}\right.
$$

In particular, it follows that

$$
\begin{aligned}
\langle p, w\rangle & =\langle Q s, w\rangle=\left\langle s, Q^{T} w\right\rangle=\sum_{j \in \mathcal{J}}\left(Q^{T} w\right)_{j}^{2}>0 \text { and } \\
B p & =Q D Q^{T} p=Q D s=0
\end{aligned}
$$

since $D s=0$ by construction. Thus, we have verified that this choice for $p$ satisfies (37) as required. New subroutines to implement the Fredholm alternative as just described have been added to the HSL packages MA57, MA77 and MA97, and versions will be added to MA27 and MA86 in due course.

When $H^{-1}$ is structured according to (2), it is easy to show that

$$
H=H_{0}-Z U^{-1} Z^{T}
$$

where $U=W^{-1}+Y^{T} H_{0} Y \in \mathbb{R}^{t \times t}$ and $Z=H_{0} Y \in \mathbb{R}^{n \times t}$. Although the decomposition (35) is possible for such an $H$, it will most likely result in a dense factor $L$ since $H$ is dense, and thus a sparse alternative is preferable. The trick is to see that (30), with $\left(\Delta x, \Delta y^{F}\right)=\left(\Delta x_{*}, \Delta y_{*}^{F}\right)$, may be expanded to give

$$
\left(\begin{array}{ccc}
H_{0} & \left(A^{F}\right)^{T} & Z  \tag{38}\\
A^{F} & 0 & 0 \\
Z^{T} & 0 & U
\end{array}\right)\left(\begin{array}{c}
x+\Delta x \\
-\Delta y^{F} \\
-\Delta z
\end{array}\right)=\left(\begin{array}{c}
\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}-g \\
c^{F} \\
0
\end{array}\right)
$$

where we introduced the variables $\Delta z:=U^{-1} Z^{T}(x+\Delta x)$. The leading $\left(n+m_{\mathcal{F}}\right) \times$ ( $n+m_{\mathcal{F}}$ ) block of this system is sparse, and only the last $t$ rows and columns are dense. If we consider Theorem 1 with data

```
Algorithm 9 The conjugate gradient method for solving (25).
    input: \(g^{F}\) and \(H^{F}\) as defined in (26).
    Set \(\Delta y_{0}^{F}=0, g_{0}=g^{F}\), and \(p_{0}=-g_{0}\), and then choose \(\varepsilon>0\).
    for \(j=0,1,2, \ldots\) do
        if \(\left\|g_{j}\right\| \leq \varepsilon\) then return the subspace step \(\Delta y_{*}^{F}:=\Delta y_{j}\). end
        if \(\left\langle p_{j}, H^{F} p_{j}\right\rangle \leq \varepsilon\) then return the direction of linear infinite descent \(\Delta y_{\infty}^{F}=p_{j}\). end
        Set \(\alpha_{j}=\left\|g_{j}\right\|_{2}^{2} /\left\langle p_{j}, H^{F} p_{j}\right\rangle\).
        Set \(\Delta y_{j+1}^{F}=\Delta y_{j}^{F}+\alpha_{j} p_{j}\).
        Set \(g_{j+1}=g_{j}+\alpha_{j} H^{F} p_{j}\).
        Set \(\beta_{j}=\left\|g_{j+1}\right\|_{2}^{2} /\left\|g_{j}\right\|_{2}^{2}\).
        Set \(p_{j+1}=-g_{j+1}+\beta_{j} p_{j}\).
    end for
```

$$
M=K_{+}:=\left(\begin{array}{ccc}
H_{0} & \left(A^{F}\right)^{T} & Z \\
A^{F} & 0 & 0 \\
Z^{T} & 0 & U
\end{array}\right) \quad \text { and } b=\left(\begin{array}{c}
\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}-g \\
c^{F} \\
0
\end{array}\right)
$$

we can conclude that there either exists a vector

$$
u=\left(\begin{array}{l}
x+\Delta x \\
-\Delta y^{F} \\
-\Delta z
\end{array}\right) \quad \text { or } \quad v=\left(\begin{array}{c}
\Delta w \\
-\Delta y_{\infty}^{F} \\
-\Delta z_{\infty}
\end{array}\right)
$$

such that the first two block components of $u$ and $v$ provide, respectively, either a solution to (30) or its Fredholm alternative (33)-(34). A decomposition of the form (35) for $K_{+}$and its factors then reveals the required solution to the subspace problem or a direction of linear infinite descent precisely as outlined above for the sparse $H$ case. Sparse factorizations of $K_{+}$generally aim to preserve sparsity, with the few dense rows pivoted to the end of the factors.

### 2.3.3 Iterative methods

The obvious iterative approach for solving (25) is to use the conjugate gradient method to generate a sequence $\left\{\Delta y_{j}^{F}\right\}$ for $j \geq 0$ starting from $\Delta y_{0}^{F}=0$ (see Algorithm 9). Here, $g_{j}=\nabla q^{F}\left(\Delta y_{j}^{F}\right)$ so that $g_{0}=g^{F}$. The iteration is stopped with $\Delta y_{*}^{F}=\Delta y_{j}^{F}$ as an approximate solution to (25) when the gradient $g_{j}=\nabla q^{F}\left(\Delta y_{j}^{F}\right)$ is small, or with $\Delta y_{\infty}^{F}=p_{j}$ as a linear infinite descent direction when $\left\langle p_{j}, H^{F} p_{j}\right\rangle$ is small. We note that a basic property of CG is that $q^{F}\left(\Delta y_{j}^{F}\right)<q^{F}(0)$ for all $j \geq 1$.

The input gradient $g^{F}$ and each product $H^{F} p_{j}$ requires products with $A, A^{T}$ and $H^{-1}$ and as always the latter are obtained using the Cholesky factors (6) or the structured decomposition (2). Note that if $\left\langle p_{j}, H^{F} p_{j}\right\rangle=0$ then $H^{F} p_{j}=0$ since $H^{F}$ is positive semi-definite, and in this case
$\left\langle p_{j}, g^{F}\right\rangle=\left\langle p_{j}, \nabla q^{F}\left(\Delta y_{j}^{F}\right)\right\rangle-\left\langle p_{j}, H^{F} \Delta y_{j}^{F}\right\rangle=\left\langle p_{j}, \nabla q^{F}\left(\Delta y_{j}^{F}\right)\right\rangle=\left\langle p_{j}, g_{j}\right\rangle<0$,
where we have used $\nabla q^{F}\left(\Delta y_{j}^{F}\right)=H^{F} \Delta y_{j}^{F}+g^{F}$ and the well-known fact that the CG iterations satisfy $\left\langle p_{j}, g_{j}\right\rangle<0$. Thus, the vector $y_{\infty}^{F}=p_{j}$ is a direction of linear infinite descent satisfying (31) at $y^{\mathrm{C}}$. On the other hand, when $\left\langle p_{j}, H^{F} p_{j}\right\rangle>0$, then

$$
\begin{equation*}
q^{F}\left(\Delta y_{j}^{F}\right)-q^{F}\left(\Delta y_{j+1}^{F}\right)=\frac{1}{2}\left\langle p_{j}, g_{j}\right\rangle^{2} /\left\langle p_{j}, H^{F} p_{j}\right\rangle, \tag{39}
\end{equation*}
$$

which follows from $\Delta y_{j+1}^{F}=\Delta y_{j}^{F}+\alpha_{j} p_{j}$ and the fact that $\alpha_{j}$ in Algorithm 9 can be equivalently written as $\alpha_{j}=-\left\langle g_{j}, p_{j}\right\rangle /\left\langle p_{j}, H^{F} p_{j}\right\rangle$. Thus, for some small $\epsilon_{\infty}>0$, we stop the iteration whenever

$$
\left\langle p_{j}, H^{F} p_{j}\right\rangle \leq \frac{1}{2} \epsilon_{\infty}\left\langle p_{j}, g_{j}\right\rangle^{2}
$$

since (39) then gives a decrease in the dual objective function of at least $1 / \epsilon_{\infty}$, which indicates that it is likely unbounded below.

## 3 The method for the general problem formulation

In practice most problems have the general form

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x)=\frac{1}{2}\langle x, H x\rangle+\langle g, x\rangle \text { subject to } c_{L} \leq A x \leq c_{U}, x_{L} \leq x \leq x_{U} \tag{40}
\end{equation*}
$$

where any of the components for $c_{L}, c_{U}, x_{L}$, and $x_{U}$ may be infinite (i.e., we permit one-sided or free constraints/variables) and individual pairs may be equal (i.e., we allow equality constraints/fixed variables). We now briefly describe how our algorithm applies to this general formulation.

The constraints in (40) may be written as

$$
A_{g}:=\left(\begin{array}{l}
A \\
-A \\
I \\
-I
\end{array}\right) x \geq\left(\begin{array}{l}
c_{L} \\
-c_{U} \\
x_{L} \\
-x_{U}
\end{array}\right)=: c_{g}, \text { with dual variables } y_{g}:=\left(\begin{array}{l}
y_{L} \\
-y_{U} \\
z_{L} \\
-z_{U}
\end{array}\right)
$$

Then using the recipe (4), we have the dual problem

$$
\begin{equation*}
\underset{y_{g}}{\operatorname{minimize}} \frac{1}{2} y_{g}^{T} H_{g}^{\mathrm{D}} y_{g}+y_{g}^{T} g_{g}^{\mathrm{D}} \text { subject to } y_{g} \geq 0 \tag{41}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{g}^{\mathrm{D}}=A_{g} H^{-1} A_{g}^{T} \text { and } g_{g}^{\mathrm{D}}=-A_{g} H^{-1} g-c_{g} \tag{42}
\end{equation*}
$$

If we now introduce the notation

$$
v=\left(\begin{array}{l}
y_{L}  \tag{43}\\
y_{U} \\
z_{L} \\
z_{U}
\end{array}\right), \quad J=\left(\begin{array}{l}
A \\
A \\
I \\
I
\end{array}\right), \quad b=\left(\begin{array}{l}
c_{L} \\
c_{U} \\
x_{L} \\
x_{U}
\end{array}\right), \quad \text { and } \quad \begin{aligned}
& H^{\mathrm{D}}:=J H^{-1} J^{T}, \\
& g^{\mathrm{D}}:=-J H^{-1} g-b,
\end{aligned}
$$

then it is easy to show that

$$
y_{g}^{T} H_{g}^{\mathrm{D}} y_{g}=v^{T} J H^{-1} J^{T} v=v^{T} H^{\mathrm{D}} v \text { and } y_{g}^{T} g_{g}^{\mathrm{D}}=v^{T}\left(-J H^{-1} g-b\right)=v^{T} g^{\mathrm{D}} .
$$

Using these relationships, we see that problem (41) is equivalent to the problem

$$
\begin{equation*}
v_{*}=\underset{v \in \mathbb{R}^{n_{v}}}{\operatorname{argmin}} q^{\mathrm{D}}(v):=\frac{1}{2} v^{T} H^{\mathrm{D}} v+v^{T} g^{\mathrm{D}} \text { subject to }\left(y_{L}, z_{L}\right) \geq 0,\left(y_{U}, z_{U}\right) \leq 0, \tag{44}
\end{equation*}
$$

where $n_{v}=2 m+2 n$, in the sense that a solution to (41) is trivially obtained from a solution to (44).

Notice that since

$$
\begin{aligned}
q^{\mathrm{D}}(v)= & \frac{1}{2}\left[\left(A^{T}\left(y_{L}+y_{U}\right)+\left(z_{L}+z_{U}\right)\right]^{T} H^{-1}\left[A^{T}\left(y_{L}+y_{U}\right)+z_{L}+z_{U}\right]\right. \\
& -\left[\left(y_{L}+y_{U}\right)^{T} A+\left(z_{L}+z_{U}\right)^{T}\right] H^{-1} g-\left(c_{L}^{T} y_{L}+c_{U}^{T} y_{U}+x_{L}^{T} z_{L}+x_{U}^{T} z_{U}\right),
\end{aligned}
$$

that if $\left(c_{L}\right)_{i}=\left(c_{U}\right)_{i}$, for any $i$ (i.e., the $i$ th constraint is an equality constraint), then we may replace the corresponding variables $\left(y_{L}\right)_{i}$ and $\left(y_{U}\right)_{i}$ in (44) by $y_{i}=\left(y_{L}\right)_{i}+\left(y_{U}\right)_{i}$, where $y_{i}$ is not restricted in sign. Also, anytime an infinite bound occurs, we omit the relevant dual variable, its bound and the corresponding row of $A$ or $I$ from the formal description above.

To solve (44), we simply generalize the method used to solve (4). Let

$$
P_{\mathcal{D}}[v]=\left[\max \left(y_{L}, 0\right), \min \left(y_{U}, 0\right), \max \left(z_{L}, 0\right), \min \left(z_{U}, 0\right)\right]^{T}
$$

be the projection of $v=\left[y_{L}, y_{U}, z_{L}, z_{U}\right]^{T}$ onto the feasible region

$$
\mathcal{D}=\left\{v=\left[y_{L}, y_{U}, z_{L}, z_{U}\right]^{T}:\left(y_{L}, z_{L}\right) \geq 0 \text { and }\left(y_{U}, z_{U}\right) \leq 0\right\}
$$

for (44). Then we apply Algorithm 10.
The only significant differences for finding the Cauchy and improved subspace points using the obvious extension of Algorithm 4—aside from the implicit increase in dimension when considering $v$ rather than $y$-are that (i) we need to compute additional breakpoints for the upper bounded variables using

$$
\alpha_{i}^{\mathrm{B}}=\left\{\begin{array}{cl}
-v_{j} / d_{j} & \text { if } d_{j}>0, \\
\infty & \text { if } d_{j} \leq 0,
\end{array}\right.
$$

```
Algorithm 10 Gradient projection method for solving the BQP (44).
    input: Solution estimate \(v \in \mathcal{D}\).
    while \(P_{\mathcal{D}}\left[v-\nabla q^{\mathrm{D}}(v)\right] \neq v\) do
        1. (Cauchy point)
            Set \(d=-\nabla q^{\mathrm{D}}(v)\) and compute \(\alpha^{\mathrm{C}}=\operatorname{argmin}_{\alpha>0} q^{\mathrm{D}}\left(P_{\mathcal{D}}[v+\alpha d]\right)\).
            Set \(v^{\mathrm{C}}=P_{\mathcal{D}}\left[v+\alpha^{\mathrm{C}} d\right]\).
        2. (subspace step)
            Compute \(\mathcal{A}=\mathcal{A}\left(v^{\mathrm{C}}\right):=\left\{i: v_{i}^{\mathrm{C}}=0\right\}\).
            Compute \(\Delta v^{\mathrm{S}}=\operatorname{argmin}_{\Delta v \in \mathbb{R}^{n} v} q^{\mathrm{D}}\left(v^{\mathrm{C}}+\Delta v\right)\) subject to \([\Delta v]_{\mathcal{A}}=0\).
        3. (improved subspace point)
            Select \(\alpha_{\max }>0\) and then compute \(\alpha^{\mathrm{S}}=\operatorname{argmin}_{\alpha \in\left[0, \alpha_{\max }\right]} q^{\mathrm{D}}\left(P_{\mathcal{D}}\left[v^{\mathrm{C}}+\alpha \Delta v^{\mathrm{S}}\right]\right)\).
            Set \(v=P_{\mathcal{D}}\left[v^{\mathrm{C}}+\alpha^{\mathrm{S}} \Delta v^{\mathrm{S}}\right]\).
    end while
```

(ii) the index sets $\mathcal{I}_{i+1}$ need to take into account these extra breakpoints, and (iii) any mention of $A$ and $c$ should now refer to $J$ and $b$ from (43).

The computation of the subspace step is likewise very similar. The Cauchy point fixes components of $v$ at zero, and this results in expanded systems of the form

$$
\left(\begin{array}{cc}
H & \left(J^{F}\right)^{T}  \tag{45}\\
J^{F} & 0
\end{array}\right)\binom{x+\Delta x}{-\Delta v^{F}}=\binom{\left(J^{F}\right)^{T}\left(v^{\mathrm{C}}\right)^{F}-g}{b^{F}}
$$

for (30), and

$$
\left(\begin{array}{ccc}
H_{0} & \left(J^{F}\right)^{T} & Z \\
J^{F} & 0 & 0 \\
Z^{T} & 0 & U
\end{array}\right)\left(\begin{array}{l}
x+\Delta x \\
-\Delta v^{F} \\
-\Delta z
\end{array}\right)=\left(\begin{array}{c}
\left(J^{F}\right)^{T}\left(v^{\mathrm{C}}\right)^{F}-g \\
b^{F} \\
0
\end{array}\right)
$$

for (38), where $J^{F}$ and $b^{F}$ consist of the components of (43) that are free at the Cauchy point $v^{\mathrm{C}}$.

### 3.1 A special block-diagonal Hessian

An important special case occurs when $H$ has a particular block-diagonal structure, and covers applications that include performing $\ell_{2}$-projections onto a polytope [1], solving bound-constrained least-squares problems [6,8, §7.7], and globalization strategies within modern SQP algorithms [28,46]. An obvious simplification is that any solve involving $H$ can be decomposed into blocks, and is trivial if $H$ is diagonal. A more significant advantage comes in the subspace phase. Suppose, without loss of generality, that
$J^{F}=\left(\begin{array}{cc}A_{1}^{F} & A_{2}^{F} \\ I & 0\end{array}\right), \quad H=\left(\begin{array}{cc}H_{1} & 0 \\ 0 & H_{2}\end{array}\right), b^{F}=\binom{c^{F}}{x_{1}}, x=\binom{x_{1}}{x_{2}}$ and $g=\binom{g_{1}}{g_{2}}$
with $A_{1}^{F} \in \mathbb{R}^{m_{1} \times n_{1}}, H_{1} \in \mathbb{R}^{n_{1} \times n_{1}}$ and $g_{1} \in \mathbb{R}^{n_{1}}$. Problem (45) can then be written as

$$
\left(\begin{array}{cccc}
H_{1} & 0 & \left(A_{1}^{F}\right)^{T} & I  \tag{46}\\
0 & H_{2} & \left(A_{2}^{F}\right)^{T} & 0 \\
A_{1}^{F} & A_{2}^{F} & 0 & 0 \\
I & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
x_{1}+\Delta x_{1} \\
x_{2}+\Delta x_{2} \\
-\left(y^{\mathrm{C}}\right)^{F}-\Delta y^{F} \\
-\left(z^{\mathrm{C}}\right)^{F}-\Delta z^{F}
\end{array}\right)=\left(\begin{array}{c}
-g_{1} \\
-g_{2} \\
c^{F} \\
x_{1}
\end{array}\right),
$$

or equivalently $\Delta x_{1}=0, \Delta z^{F}=g_{1}+H_{1} x_{1}-\left(A_{1}^{F}\right)^{T}\left(\left(y^{\mathrm{C}}\right)^{F}+\Delta y^{F}\right)-\left(z^{\mathrm{C}}\right)^{F}$, and

$$
\left(\begin{array}{cc}
H_{2} & \left(A_{2}^{F}\right)^{T}  \tag{47}\\
A_{2}^{F} & 0
\end{array}\right)\binom{x_{2}+\Delta x_{2}}{-\left(y^{\mathrm{C}}\right)^{F}-\Delta y^{F}}=\binom{-g_{2}}{c^{F}-A_{1}^{F} x_{1}} .
$$

Thus the subspace phase is equivalent to finding a Fredholm alternative to the "reduced" system (47) or equivalently a Fredholm alternative to

$$
A_{2}^{F} H_{2}^{-1}\left(A_{2}^{F}\right)^{T} \Delta y^{F}=A_{2}^{F} H_{2}^{-1}\left(g_{2}-\left(A^{F}\right)^{T}\left(y^{\mathrm{C}}\right)^{F}\right)+c^{F}-A_{1}^{F} x_{1},
$$

where we subsequently recover $\Delta x_{2}$ by solving trivially

$$
H_{2}\left(x_{2}+\Delta x_{2}\right)=\left(A_{2}^{F}\right)^{T}\left(\left(y^{\mathrm{C}}\right)^{F}+\Delta y^{F}\right)-g_{2} .
$$

## 4 Regularized problems

A related problem of interest-for example, in $\mathrm{Sl}_{p} \mathrm{QP}$ methods for constrained optimization [26]-is to

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x)+\sigma\left\|(A x-c)^{-}\right\|_{1}, \tag{48}
\end{equation*}
$$

for given $\sigma>0$, where $w^{-}=\max (0,-w)$ for any given $w$. Introducing the auxiliary vector $v$ allows us to write (48) equivalently as

$$
\underset{(x, v) \in \mathbb{R}^{n+m}}{\operatorname{minimize}} q(x)+\sigma e^{T} v \text { subject to } A x+v \geq c, v \geq 0 .
$$

This problem has the associated primal-dual problem

$$
\begin{aligned}
& \underset{(x, v, y, z) \in \mathbb{R}^{2 n+2 m}}{\operatorname{maximize}}-\frac{1}{2}\langle x, H x\rangle+\langle c, y\rangle \\
& \text { subject to } \quad H x-A^{T} y+g=0, y+z=\sigma e,(y, z) \geq 0,
\end{aligned}
$$

whose optimal $y$ value can equivalently be computed from the problem

$$
\begin{equation*}
\underset{y \in \mathbb{R}^{m}}{\operatorname{minimize}} \frac{1}{2}\left\langle A^{T} y-g, H^{-1}\left(A^{T} y-g\right)\right\rangle-\langle c, y\rangle \text { subject to } 0 \leq y \leq \sigma e . \tag{49}
\end{equation*}
$$

We may thus apply essentially the same accelerated gradient-projection method as before, but now we project (trivially) into [0, $\sigma e]$. Similarly, if we wish to

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x)+\sigma\|(A x-c)\|_{1}, \tag{50}
\end{equation*}
$$

we may instead solve the problem

$$
\begin{equation*}
\underset{y \in \mathbb{R}^{m}}{\operatorname{minimize}} \frac{1}{2}\left\langle A^{T} y-g, H^{-1}\left(A^{T} y-g\right)\right\rangle-\langle c, y\rangle \text { subject to }-\sigma e \leq y \leq \sigma e \tag{51}
\end{equation*}
$$

using gradient projection onto $[-\sigma e, \sigma e]$, and recover $x$ from $H x=A^{T} y-g$.
If we consider the same problem in the infinity norm, namely

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x)+\sigma\left\|(A x-c)^{-}\right\|_{\infty}, \tag{52}
\end{equation*}
$$

then by introducing the auxiliary vector $v$ we see that (52) is equivalent to

$$
\begin{equation*}
\underset{(x, v) \in \mathbb{R}^{n+1}}{\operatorname{minimize}} q(x)+\sigma v \text { subject to } A x+v e \geq c, v \geq 0 \tag{53}
\end{equation*}
$$

The primal-dual problem to (53) is then

$$
\begin{aligned}
& \underset{(x, v, y, \xi) \in \mathbb{R}^{n+m+2}}{\operatorname{maximize}}-\frac{1}{2}\langle x, H x\rangle+\langle c, y\rangle \\
& \text { subject to } H x-A^{T} y+g=0,\langle e, y\rangle+\xi=\sigma,(y, \xi) \geq 0,
\end{aligned}
$$

whose optimal $y$ value may be equivalently computed as the solution to

$$
\begin{equation*}
\underset{y \in \mathbb{R}^{m}}{\operatorname{minimize}} \frac{1}{2}\left\langle A^{T} y-g, H^{-1}\left(A^{T} y-g\right)\right\rangle-\langle c, y\rangle \text { subject to } y \geq 0,\langle e, y\rangle \leq \sigma \tag{54}
\end{equation*}
$$

Once again, we may apply the accelerated gradient-projection method, but now the projection is onto the orthogonal simplex $\mathcal{S}_{m}(\sigma):=\left\{y \in \mathbb{R}^{m}: y \geq 0\right.$ and $\langle e, y\rangle \leq$ $\sigma\}$ for which there are nonetheless efficient projection algorithms [73]. In addition, in the subspace step computation (30), the defining matrix may have an additional row and column $e$ whenever the dual constraint $\langle e, y\rangle \leq \sigma$ is active. Similarly, to

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} q(x)+\sigma\|(A x-c)\|_{\infty} \tag{55}
\end{equation*}
$$

we can solve the optimization problem

$$
\begin{equation*}
\underset{\left(y_{L}, y_{U}\right) \in \mathcal{S}_{2 m}(\sigma)}{\operatorname{minimize}} \frac{1}{2}\left\langle A^{T}\left(y_{L}-y_{U}\right)-g, H^{-1}\left(A^{T}\left(y_{L}-y_{U}\right)-g\right)\right\rangle-\left\langle c, y_{L}-y_{U}\right\rangle \tag{56}
\end{equation*}
$$

using accelerated gradient projection within $\mathcal{S}_{2 m}(\sigma)$, and subsequently obtain $x$ from $H x=A^{T}\left(y_{L}-y_{U}\right)-g$.

## 5 Computational experience

### 5.1 Implementation and test problems

We implemented the algorithm outlined in Sects. 2 and 3 for strictly-convex quadratic programs, in the general form (40), as a Fortran 2003 package called DQP that is available as part of GALAHAD [38]. Details, including a complete description of user control parameters, are provided in the package documentation provided as part of GALAHAD. ${ }^{2}$ Features such as problem pre-processing, removal of dependent constraints, general strategies for solving symmetric systems, exploiting parallelism in the linear algebra, presolve strategies, and problem scaling are similar to those described in [37] for the interior-point QP solver CQP within GALAHAD; package default values are chosen unless otherwise specified. DQP offers a choice of (dual) starting point strategies. These include allowing the user to specify the starting point, picking a point that is free from each dual bound $\left(y_{L}, z_{L}\right) \geq 0$ and $\left(y_{U}, z_{U}\right) \leq 0$, a point for which every component is equal to one of its bounds, and the point that solves a separable approximation to (44) in which $H^{\mathrm{D}}$ is replaced by the zero or identity matrix; our experiments start with all dual values at zero.

Both folklore and empirical evidence [62] on bound-constrained QPs suggest that the dual active set $\mathcal{A}^{(k)}$ (equivalently the fixed variables/constraints at the Cauchy point) changes rapidly. Thus solving (45) (or finding its Fredholm alternative) is unlikely to benefit from matrix factorization updating techniques [33] usually associated with active-set methods, and it is better to solve successive systems (45) ab initio. While we can confirm this behavior on well-conditioned problems, our experience with more difficult ones is that although there can be rapid changes in the active set between iterations, in many cases the active set changes gradually in some phases of its iteration history, especially towards the end. Thus while our initial instinct was not to provide special code to cope with gradual active-set changes, we are now convinced that there should be some provision to update factorizations if requested.

Specifically, during the $k$ th iteration of DQP, if the coefficient matrix for (45) is of full rank (thus we are not required to seek a Fredholm alternative), and if the change in the active set at iteration $k+1$ is modest, we may use the Schur-complement updating technique $[7,32,33,42]$ implemented as SCU in GALAHAD to solve (45) at this new iteration rather than resorting to refactorization. The details are quite standard [42, $\S 3]$, but we choose to remove constraints that are present in $\mathcal{A}^{(k)}$ but not in $\mathcal{A}^{(k+1)}$ before we add constraints that are in $\mathcal{A}^{(k+1)}$ but not in $\mathcal{A}^{(k)}$ since removing constraints maintains full rank, while adding them may result in a rank-deficient system. If rankdeficiency is detected, the Schur-complement update is abandoned, and the Fredholm alternative is sought instead. In addition, we limit the size of the Schur complement

[^2]to 100 new rows (by default) before refactorization; setting the limit to zero disables Schur-complement updating. We stop each run when
\[

$$
\begin{equation*}
\left\|P_{\mathcal{D}}\left[v-\nabla q^{\mathrm{D}}(v)\right]-v\right\| \leq \max \left(\varepsilon_{a}, \varepsilon_{r} \cdot\left\|P_{\mathcal{D}}\left[v_{0}-\nabla q^{\mathrm{D}}\left(v_{0}\right)\right]-v_{0}\right\|\right), \tag{57}
\end{equation*}
$$

\]

where $\varepsilon_{a}=10^{-6}$ and $\varepsilon_{r}=10^{-16}$, so long as a limit of 30 min or 10,000 iterations has not already been reached.

Our tests involved the quadratic programming examples from the combined CUTEst [39] and Maros and Meszaros [59] test sets-multiple instances of similar nature were excluded. We only considered the 68 strictly convex problems, which ranged from the smallest (DUAL4) with $n=75$ and $m=1$ to the largest (QPBAND) with $n=50,000$ and $m=25,000$; note that most instances have additional simplebound constraints on the primal variables, as shown in the general formulation (40). (See Table 1 in the Supplementary Material for additional details.) A problem was identified as being strictly convex by using the GALAHAD package SLS, which provides a common interface to a variety of solvers, from the Harwell Subroutine Library (HSL) and elsewhere, for dense and sparse symmetric linear systems of equations. We used the HSL solver MA97 [55]-a direct method designed for solving sparse symmetric systems-to determine if the Hessian matrix $H$ was numerically positive definite.

All numerical experiments were performed on eight cores of a workstation comprised of thirty-two Intel Xeon ES-2687W CPUs (3.1GHz, 1200MHz FSB, 20MB L3 Cache) with 65.9 GiB of RAM. GALAHAD and its dependencies were compiled in double precision with gfortran 4.6 using fast (-O3) optimization and OpenMP enabled (-fopenmp).

### 5.2 Evaluation of DQP

We first considered the performance of DQP when approximate solutions to the subspace subproblem were computed using the iterative CG method (see Sect. 2.3.3). The complete set of detailed results can be found in Table 1 of the Supplementary Material. This instance of DQP failed on 12 problems, where a failure means that the termination test (57) was never achieved. Of the 12 failures, 10 were because the maximum allowed iteration limit was reached and 2 was because the maximum allotted time limit was reached.

For comparison, we also considered the performance of DQP in the case when high accuracy solutions to the subspace subproblem were computed using factorizations (see Sects. 2.3.1 and 2.3.2). The complete set of results can be found in Table 2 of the Supplementary Material. (Note that problems FIVE20B and FIVE20C were excluded because of an error in the factorization subroutine.) We can see that this instance of DQP failed on 25 problems, which is twice as many as when CG was used. However, note that 18 of these failures were because the maximum allowed time limit was reached, 2 because the maximum allowed iterations was reached, and 5 because local infeasibility was detected. Thus we conclude that the degradation in


Fig. 1 A comparison of iterations for DQP when using an iterative subproblem solver
performance is primarily due to reaching the time limit, which is a consequence of using the more expensive factorizations in lieu of CG.

Interestingly, between the two variants of DQP, the only problems not solved were CONT1-200, LASER, and QPBAND. Together with our previous discussion, this highlights the trade-off between using iterative and direct methods for solving the subspace subproblem. Namely, that the direct methods tend to be more expensive and more frequently struggle to solve problems in the time allotted, while iterative methods are much cheaper per iteration but more frequently find it difficult to achieve the requested accuracy.

The previous paragraph motivates us to investigate how effectively DQP can obtain approximate solutions for various levels of accuracy. To answer this problem we tracked the iterates computed by DQP and saved the total number of iterations and


Fig. 2 A comparison of times for DQP when using an iterative subproblem solver
total time required to satisfy the termination condition (57) for the values $\epsilon_{r}=0$ and $\epsilon_{a} \in\left\{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}\right\}$. The full set of results for when CG is used as the subproblem solver is given in Table 4 of the Supplementary Material, while the results for the case when factorizations are used can be found in Table 5 of the Supplementary Material. For illustrative purposes, we represent the data found in these tables in the form of stacked bar graphs in Figs. 1 and 2 for the CG case, and Figs. 3 and 4 for the factorization case. (We only include problems that DQP was able to achieve the finest stopping tolerance of $10^{-6}$.) These plots have a stack of 6 rectangles for each test problem. For each of these 6 rectangles, the fraction filled with blue represents the fraction of the total iterations (Figs. 1 and 3) or total time (Figs. 2 and 4) needed to achieve the various accuracy levels: the $j$ th stacked block (counting


Fig. 3 A comparison of iterations for DQP when using a direct method to solve each subproblem
from left to right) for each problem corresponds to the accuracy level $10^{-j}$ for each $j \in\{1,2,3,4,5,6\}$.

To help clarify the meaning of the figures, we describe a few illustrative examples. We comment that additional details for any problem can be obtained from Section 3 of the Supplementary Material.

- NINENEW From Section 3 of the Supplementary material, we see that the number of iterations required to reach the 6 different tolerance levels are $7,8,9,10,12$, and 12 , respectively. This means that it took 7 iterations to reach the tolerance level $10^{-1}, 8$ iterations to reach the tolerance level $10^{-2}, 9$ iterations to reach the tolerance level $10^{-3}, 10$ iterations to reach the tolerance level $10^{-4}$, and then iteration 12 was the first to fall below $10^{-5}$ and, in fact, it also fell below $10^{-6}$.


Fig. 4 A comparison of times for DQP when using a direct method to solve each subproblem

- LISWET2 From Section 3 of the Supplementary material, we have that the number of iterations required to reach the 6 different tolerance levels are $0,4,22,54,441$, and 5920, respectively. The initial point satisfied the tolerance $10^{-1}$ but not $10^{-2}$. The level of $10^{-2}$ was reached by iteration 4. Bars 2-6 are all nonempty, but since 5920 iterations were needed to achieve the final accuracy of $10^{-6}$, bars 2-4 appear empty to the eye.
- HUESTIS From Section 3 of the Supplementary material, we see that the number of iterations needed to reach the 6 different tolerance levels are $4,4,4,4,4$, and 4 , respectively. This means the 4th iterate was the first to satisfy every tolerance, i.e., the errors associated with the first 3 iterates were all greater than $10^{-1}$, and then iterate 4 had an error of less than $10^{-6}$. Such performance is not completely uncommon for active-set methods.

Figures 1 and 2 for DQP when CG was used as the subspace solver clearly show a very tight relationship between the number of iterations and times required to reach the 6 different accuracies. In fact, for most problems, the difference in the bars for the fraction of iterations (Fig. 1) and the times (Fig. 2) are indistinguishable; two exceptions are DUAL3 and TABLE7. We also remark that two problems in Fig. 2 do not have any stacked bars because no significant time was needed to reach the final desired accuracy. As expected, observe that in most cases the majority of iterations are needed to reach the first optimality tolerance of $10^{-1}$, although LISWET2-LISWET6 are exceptions.

Figures 3 and 4, which are based on using factorizations to solve the subspace subproblem, also illustrate the close relationship between the number of iterations (Fig. 3) and times required (Fig. 4) to reach the 6 different accuracy levels; there is somewhat more variability here when compared to using CG. As before, there is one problem (DUAL4) in Fig. 4 that does not have any stacked bars because no significant time was needed to reach the final desired accuracy. One can also observe that the figures associated with the use of a direct method (Figs. 3 and 4) tend to be "denser" towards the bottom when compared to the use of CG (Figs. 1 and 2). This is perhaps no surprise since it is often the case that only a couple of iterations are required to obtain a high accuracy solution for direct methods once the active set at the solution has been identified; this appears to often be the case once the tolerance of $10^{-2}$ is reached. We also mention that obtaining high accuracy solutions for problems LISWET2-LISWET6 seems to be somewhat challenging, much as we observed when CG was used.

Overall, we are satisfied with these results. They clearly show the trade-off that exists between using iterative and direct subproblem solvers. By allowing for the use of both, we are able to solve 65 of the 68 problems to an accuracy of at least $10^{-6}$.

## 6 Final comments and conclusions

We presented the details of a solver for minimizing a strictly convex quadratic objective function subject to general linear constraints. The method uses a gradient projection strategy enhanced by subspace acceleration calculations to solve the bound-constrained dual optimization problem. The main contributions of this work are threefold. First, we address the challenges associated with solving the dual problem, which is usually a convex problem even when the primal problem is strictly convex. Second, we show how the linear algebra may be arranged to take computational advantage of sparsity that is often present in the second-derivative matrix. In particular, we consider the case that the second-derivative matrix is explicitly available and sparse, and the case when it is available implicitly via a limited memory BFGS representation. Third, we present the details of our Fortran 2003 software package DQP, which is part of the GALAHAD suite of optimization routines. Numerical tests showed the trade-off between using an iterative subproblem solver versus a direct factorization method. In particular, iterative subproblem solvers are typically computationally cheaper per iteration but less reliable at achieving high accuracy solutions, while direct methods are typically more expensive per iteration but more reliable at
obtaining high accuracy solutions given enough time. Both options are available in the package DQP.

The numerical results showed that DQP is often able to obtain high accuracy solutions, and is very reliable at obtaining low accuracy solutions. This latter fact makes DQP an attractive option as the subproblem solver in the recently developed inexact SQO method called iSQO [19]. The solver iSQO is one of the few SQO methods that allows for inexact subproblem solutions, a feature that is paramount for large-scale problems. The conditions that iSQO requires to be satisfied by an approximate subproblem solution can readily be obtained by DQP.

Although not presented in this paper, we experimented with using DQP as the second stage of a cross-over method with the first stage being an interior-point solver. Specifically, we used the GALAHAD interior-point solver CQP and changed over to DQP once the optimality measures were below $10^{-2}$. Our tests showed that DQP was not especially effective in this capacity. The reason seemed to be because CQP [37] was designed to be effective on degenerate problems and have the capacity of obtaining high accuracy solutions; this was achieved by using nonstandard parameterizations and high-order Taylor approximations of the central path. As a consequence, we believe that CQP remains the best solver for solving QP problems when good estimates of the solution are not known in advance. However, we still believe that when solving a sequence of QP problems (e.g., in SQO methods) or more generally anytime a good solution estimate is available, the method DQP is an attractive option.

In terms of cross-over methods, one could also consider using DQP as a first stage solver that provides a starting point to a traditional active-set method. Although we have not yet used DQP in this capacity, it does have the potential to be efficient and more stable than using DQP alone. The potential for improved stability is because the performance of DQP is tied to its ability to identify the optimal active set. Although such a feature holds under certain assumptions for gradient projection methods, performance often steeply degrades when such assumptions do not hold; this is typically not true of a traditional active-set method.

Finally, although duality via (3) holds more generally when $H$ is positive semidefinite, it is not always then possible to eliminate the variables $x$ as in (4) to arrive at a dual with simple non-negativity constraints. In particular, the dual may involve additional general linear inequality constraints on $y$, and projection into this region may prove to be very expensive-indeed, the projection may itself be posed as a strictly-convex QP. Fortunately for problems involving regularization, such as those discussed in Sect. 4, very minor modifications are required to fit our basic framework.
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