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#### Abstract

We present an interior-point trust-funnel algorithm for solving large-scale nonlinear optimization problems. The method is based on an approach proposed by Gould and Toint (Math Prog 122(1):155-196, 2010) that focused on solving equality constrained problems. Our method is similar in that it achieves global convergence guarantees by combining a trust-region methodology with a funnel mechanism, but has the additional capability of being able to solve problems with both equality and inequality constraints. The prominent features of our algorithm are that (i) the subproblems that define each search direction may be solved with matrix-free methods so
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that derivative matrices need not be formed or factorized so long as matrix-vector products with them can be performed; (ii) the subproblems may be solved approximately in all iterations; (iii) in certain situations, the computed search directions represent inexact sequential quadratic optimization steps, which may be desirable for fast local convergence; (iv) criticality measures for feasibility and optimality aid in determining whether only a subset of computations need to be performed during a given iteration; and (v) no merit function or filter is needed to ensure global convergence.
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## 1 Introduction

We introduce a method for solving optimization problems of the form

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{N}}{\operatorname{minimize}} f(x) \quad \text { subject to } \quad c(x) \leq 0, \tag{NP}
\end{equation*}
$$

where $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ and $c: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ are twice continuously differentiable. (Our method can also be applied when equality constraints are present, but, for simplicity in our discussion, these are suppressed in our algorithm development and analysis; see Sect. 6 for further discussion.) Our algorithm is designed to solve largescale instances of (NP). In particular, it is designed to be matrix-free in the sense that an implementation of it only requires matrix-vector products with the constraint Jacobian, its transpose, symmetric approximations of the Hessian of the Lagrangian, and corresponding preconditioners. Consequently, iterative methods may be used to approximately solve each subproblem arising in the algorithm.

The method we propose utilizes components of both interior-point (IP) and sequential quadratic optimization (commonly known as SQP) methods. Algorithms of this type are often referred to as barrier-SQP methods. The interior-point aspects of our algorithm allow us to avoid the combinatorial explosion that may occur within, say, an active-set approach. The efficiency of interior-point methods for solving linear and convex quadratic optimization problems has been well-established $[1,7,12,13,17,24$, $28,30,31]$. Extending these methods for solving nonlinear problems has been the subject of research for decades $[3,4,6,14,32-36]$ and numerical evidence illustrates strong performance. We follow an approach similar to Byrd et al. [3,4] and solve a sequence of barrier subproblems for decreasing values of the barrier parameter. This means that we must solve a sequence of equality constrained subproblems, and these may be solved efficiently with an SQP-based method. It is well known that traditional SQP methods are very efficient for solving small- to medium-sized optimization problems $[8,9,15,16]$, while more recently proposed SQP methods utilize exact second derivatives and are, in theory, capable of solving large problems [19-21,29]. Preliminary results when solving small- to medium-sized problems are promising, but their
effectiveness on large problems has not yet been confirmed. There have, however, been several SQP strategies that have proved capable of solving large equality constrained problems [2,23,27].

In this paper, we use the trust-funnel approach originally described in [23], and then corrected in [22], as the basis for solving a sequence of equality constrained barrier subproblems that arise in an interior-point framework. We note, however, that a naïve implementation of the SQP method described in [22,23] within an interiorpoint paradigm may result in a method for which the establishment of convergence guarantees is elusive. This is a consequence of the fact that interior-point methodsas their name suggests-require the algorithm iterates to remain in the strict interior of the feasible region associated with the inequality constraints, while the method in $[22,23]$ does not innately possess the mechanisms necessary to avoid the boundary of the feasible region in this context. In this paper, we describe modifications of this trustfunnel method that are appropriate for our interior-point setting. These modifications include imposing explicit constraints in the trust-region subproblems to ensure that the iterates remain in the strict interior of the feasible region, and the incorporation of scaled trust-region constraints and optimality measures. Scalings of these types have been used previously $[3,6]$.

The paper is organized as follows. In Sect. 2, to motivate our main ideas, we outline a preliminary trust-funnel algorithm for solving the barrier subproblem in an interior-point approach. This method, which requires the exact solution of subproblems in each iteration, forms the basis for our main trust-funnel algorithm, presented in Sect. 3, which involves various enhancements vis-à-vis the method in Sect.2. In Sect.4, we prove that our main trust-funnel algorithm will terminate finitely with arbitrarily small positive tolerances on appropriate criticality measures. In Sect. 5, we consider convergence of the barrier subproblem solutions for a decreasing sequence of the barrier parameter. Finally, conclusions are provided in Sect. 6.

### 1.1 Notation

The gradient and Hessian of $f$ at $x$ are written as $g(x)$ and $\nabla_{x x} f(x)$ respectively. The $M \times N$ matrix $J(x)$ represents the Jacobian of the constraint function $c$ evaluated at $x$, with its $j$ th row being $\nabla c_{j}(x)^{T}$. The matrix $\nabla_{x x} c_{j}(x)$ is the Hessian of $c_{j}$ evaluated at $x$. We let $e$ denote the vector of all ones and $I$ denote the identity matrix, both of whose dimensions are determined by the context in which they are used. Given a vector $s \in \mathbb{R}^{M},[s]_{j}$ is the $j$ th element of $s$ and $S:=\operatorname{diag}\left([s]_{1},[s]_{2}, \ldots,[s]_{M}\right)$. A forcing function $\omega:[0, \infty) \rightarrow[0, \infty)$ is defined as any continuous and strictly increasing function that satisfies $\omega(0)=0$. For a real symmetric matrix $P$, we write $P \succ 0$ to indicate that $P$ is positive definite. Finally, given two scalar sequences $\left\{a_{j}\right\}$ and $\left\{b_{j}\right\}$, we write $a_{j}=\mathcal{O}\left(b_{j}\right)$ to indicate that there exists a constant $c>0$ such that $a_{j} \leq c b_{j}$ for all $j$.

### 1.2 NLP and barrier-SQP preliminaries

We make the following assumption throughout the paper.

Assumption 1.1 The functions $f$ and $c$ are twice continuously differentiable.
In fact, the global convergence guarantees that we establish for our algorithm hold even if $f$ and $c$ are only once continuously differentiable and (uniformly bounded) Hessian approximations are employed. However, for simplicity in our discussion and in order to provide commentary on algorithmic choices that should be made to achieve fast local convergence, we make Assumption 1.1.

Problem (NP) is not solved directly by our algorithm. Rather, we introduce a vector of slack variables $s \in \mathbb{R}^{M}$ and solve the equivalent optimization problem

$$
\begin{equation*}
\operatorname{minimize}_{x \in \mathbb{R}^{N}, s \in \mathbb{R}^{M}} f(x) \quad \text { subject to } c(x, s):=c(x)+s=0, \quad s \geq 0 \tag{NPs}
\end{equation*}
$$

The following definition gives first-order stationarity conditions for (NPs) [25,26].
Definition 1.1 (First-order KKT point for (NPs)) The vector triple ( $x, s, y$ ) is a firstorder KKT point for problem (NPs) if it satisfies

$$
g(x)+J(x)^{T} y=0, c(x, s)=0, S y=0, \text { and }(s, y) \geq 0
$$

To solve (NPs), we (approximately) solve the barrier subproblem

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{N}, s \in \mathbb{R}^{M}}{\operatorname{minimize}} f(x, s) \quad \text { subject to } c(x, s)=0, \quad s>0 \tag{BSP}
\end{equation*}
$$

for decreasing values of the barrier parameter $\mu>0$, where we define

$$
\begin{equation*}
f(x, s):=f(x)-\mu \sum_{i=1}^{M} \ln \left([s]_{i}\right) . \tag{1.1}
\end{equation*}
$$

Given a Lagrange multiplier vector $y$ for the constraint $c(x, s)=0$, the Lagrangian associated with (BSP) and its gradient with respect to $(x, s)$ are

$$
\mathcal{L}(x, s, y):=f(x, s)+c(x, s)^{T} y \text { and } \nabla_{(x, s)} \mathcal{L}(x, s, y):=\nabla f(x, s)+J(x, s)^{T} y
$$

where $J(x, s):=\nabla c(x, s)^{T}=(J(x) I)$ is the Jacobian of $c(x, s)$ with respect to $(x, s)$. A primal-dual point $(x, s, y)$ is a first-order KKT point of the barrier subproblem if it satisfies $\nabla_{(x, s)} \mathcal{L}(x, s, y)=0, c(x, s)=0$ and $(s, y)>0$. Multiplying the second block of the first equation by $S$ leads to the following equivalent definition.

Definition 1.2 (First-order KKT point for (BSP)) The vector triple ( $x, s, y$ ) is a firstorder KKT-point for the barrier subproblem (BSP) if it satisfies

$$
g(x)+J(x)^{T} y=0, c(x, s)=0, S y=\mu e, \text { and }(s, y)>0 .
$$

A comparison of Definitions 1.1 and 1.2 suggests that, as $\mu \rightarrow 0$, KKT points of the barrier subproblem become increasingly accurate KKT points of problem (NPs).

Our trust-funnel strategy generates a sequence $\left\{\left(x_{k}, s_{k}, y_{k}\right)\right\}$ of primal, slack, and dual variables. As is typical of interior-point methods, we require $s_{0}>0$ and ensure $s_{k}>0$ for all $k$ via explicit constraints imposed on all search direction calculations, and ensure that $c\left(x_{k}, s_{k}\right) \geq 0$ holds at the beginning of iteration $k$ by incorporating the slack reset procedure (for all $i \in\{1, \ldots, M\}$ )

$$
\left[s_{k}\right]_{i} \leftarrow \begin{cases}{\left[s_{k}\right]_{i}} & \text { if }\left[c\left(x_{k}, s_{k}\right)\right]_{i} \geq 0  \tag{1.2}\\ -\left[c\left(x_{k}\right)\right]_{i} & \text { otherwise }\end{cases}
$$

Defining the measure of constraint violation

$$
\begin{equation*}
v(x, s):=\|c(x, s)\|_{2} \tag{1.3}
\end{equation*}
$$

it follows that if $s_{k}^{\text {prior }}$ is the value of $s_{k}$ prior to the slack reset, then

$$
\begin{equation*}
v_{k}:=v\left(x_{k}, s_{k}\right) \leq v\left(x_{k}, s_{k}^{\text {prior }}\right), s_{k}^{\text {prior }} \leq s_{k}, \text { and } f\left(x_{k}, s_{k}\right) \leq f\left(x_{k}, s_{k}^{\text {prior }}\right) ; \tag{1.4}
\end{equation*}
$$

i.e., the barrier function and constraint violation decrease due to (1.2).

For reference, we now describe the step computation of a conventional SQP method for solving the barrier subproblem (BSP). Given a $k$ th iterate ( $x_{k}, s_{k}, y_{k}$ ), the trial step in such a method is defined as the solution (when it exists) of

$$
\begin{aligned}
& \underset{d=\left(d^{x}, d^{s}\right)}{\operatorname{minimize}} f\left(x_{k}, s_{k}\right)+\nabla f\left(x_{k}, s_{k}\right)^{T} d+\frac{1}{2} d^{T} \nabla_{(x, s)(x, s)} \mathcal{L}\left(x_{k}, s_{k}, y_{k}\right) d \\
& \text { subject to } c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d=0 .
\end{aligned}
$$

It may be verified that a solution $d=\left(d^{x}, d^{s}\right)$ of this subproblem satisfies

$$
\left(\begin{array}{ccc}
\nabla_{x x} \mathcal{L}\left(x_{k}, s_{k}, y_{k}\right) & J\left(x_{k}\right)^{T} & 0  \tag{1.5}\\
J\left(x_{k}\right) & 0 & I \\
0 & S_{k} & \mu S_{k}^{-1}
\end{array}\right)\left(\begin{array}{c}
d^{x} \\
y \\
d^{s}
\end{array}\right)=-\left(\begin{array}{c}
g\left(x_{k}\right) \\
c\left(x_{k}, s_{k}\right) \\
-\mu e
\end{array}\right)
$$

where $y$ is an estimate of an optimal Lagrange multiplier vector for the constraint $c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d=0$. The SQP step generated in this fashion is often called a primal step since the dual vector $y_{k}$ does not appear in (1.5) other than in the Hessian $\nabla_{x x} \mathcal{L}$. We can instead compute a primal-dual step by applying Newton's Method to the conditions in Definition 1.2, which leads to

$$
\left(\begin{array}{ccc}
\nabla_{x x} \mathcal{L}\left(x_{k}, s_{k}, y_{k}\right) & J\left(x_{k}\right)^{T} & 0  \tag{1.6}\\
J\left(x_{k}\right) & 0 & I \\
0 & S_{k} & Y_{k}
\end{array}\right)\left(\begin{array}{c}
d^{x} \\
y \\
d^{s}
\end{array}\right)=-\left(\begin{array}{c}
g\left(x_{k}\right) \\
c\left(x_{k}, s_{k}\right) \\
-\mu e
\end{array}\right) .
$$

This system is identical to (1.5), except that the (3,3)-block now contains dual information. It is easily verified that a solution of (1.6) is a KKT point for

$$
\begin{aligned}
& \underset{d=\left(d^{x}, d^{s}\right)}{\operatorname{minimize}} f\left(x_{k}, s_{k}\right)+\nabla f\left(x_{k}, s_{k}\right)^{T} d+\frac{1}{2} d^{T} G_{k} d \\
& \text { subject to } c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d=0,
\end{aligned}
$$

where

$$
G_{k}:=\left(\begin{array}{cc}
\nabla_{x x} \mathcal{L}\left(x_{k}, s_{k}, y_{k}\right) & 0  \tag{1.7}\\
0 & Y_{k} S_{k}^{-1}
\end{array}\right) .
$$

In contrast to the conventional SQP trial step computation described in the previous paragraph, our trust-funnel algorithm employs a step decomposition approach. In particular, given $\left(x_{k}, s_{k}\right)$, a trial step $d_{k}:=\left(d_{k}^{x}, d_{k}^{s}\right)$ is computed as the sum of a "normal" step $n_{k}:=\left(n_{k}^{x}, n_{k}^{s}\right)$ and a "tangential" step $t_{k}:=\left(t_{k}^{x}, t_{k}^{S}\right)$, i.e.,

$$
d_{k}=\binom{d_{k}^{x}}{d_{k}^{s}}=\binom{n_{k}^{x}}{n_{k}^{s}}+\binom{t_{k}^{x}}{t_{k}^{s}}=n_{k}+t_{k} .
$$

The normal step $n_{k}$ is computed to minimize a Gauss-Newton model of $v$ at $\left(x_{k}, s_{k}\right)$; thus, it has the purpose of reducing linearized infeasibility. The tangential step $t_{k}$ is intended to reduce the barrier function (1.1) and is calculated as an minimizer of a quadratic model of the barrier function within an appropriate subspace that does not undo the improvement in reducing linearized infeasibility achieved by $n_{k}$. Once $d_{k}=n_{k}+t_{k}$ is computed, an attempt to decrease the constraint violation and/or barrier function is made, where the decision of which to consider is based on quantities that reflect the overall merit of the constituent steps. A detailed explanation of these aspects is given for a preliminary algorithm in Sect. 2 and for our complete algorithm in Sect. 3 .

## 2 A preliminary trust-funnel algorithm for the barrier subproblem

In this section, we present a preliminary trust-funnel algorithm for solving the barrier subproblem (BSP) for a fixed value of the barrier parameter $\mu>0$. As $\mu$ is fixed for a particular instance of (BSP), the dependence on $\mu$ of quantities in this section is ignored. However, these dependencies-in particular, with respect to criticality tolerances that are employed in the algorithm - will be a central focus in Sect. 5 when we address the "outer" algorithm for solving problem (NPs).

The algorithm in this section is presented merely to motivate the features of our main algorithm in Sect.3. Indeed, there are various aspects of the algorithm in this section that may result in computational inefficiencies; most notably, it involves the (exact) solution of a sequence of subproblems during every iteration. By contrast, our main algorithm involves features that aid in avoiding certain computations when they are deemed unnecessary, and it allows for the inexact solution of subproblems. Still, the presentation of the algorithm in this section should aid the reader in understanding the overall strategy of our main algorithm.

### 2.1 Funnel mechanism

The signifying feature of a funnel method is a sequence, which we call $\left\{v_{k}^{\max }\right\}$, of positive and monotonically decreasing scalars that guide the iterates toward constraint satisfaction. In particular, in our approach, we ensure that

$$
\begin{equation*}
s_{k}>0, \quad c\left(x_{k}, s_{k}\right) \geq 0, \quad v_{k} \leq v_{k}^{\max }, \quad \text { and } v_{k+1}^{\max } \leq v_{k}^{\max } \text { for all } k \tag{2.1}
\end{equation*}
$$

The set of points permitted by the gradually narrowing region defined by $v(x, s) \leq v_{k}^{\max }$ is the funnel $[22,23]$, and the elements of $\left\{v_{k}^{\max }\right\}$ are the funnel radii.

### 2.2 Step computations

Each iteration of our preliminary algorithm involves the sequential solution of three subproblems: the first to compute a normal step toward linearized constraint satisfaction, the second to compute a new Lagrange multiplier estimate, and the third to compute a tangential step toward optimality. The purpose of this section is to define the quantities and subproblems involved in these computations.

The normal step is designed to predict a reduction in constraint violation. To achieve this goal, consider the step $n_{k}:=\left(n_{k}^{x}, n_{k}^{s}\right)$ as a solution of

$$
\begin{equation*}
\underset{n=\left(n^{x}, n^{s}\right)}{\operatorname{minimize}} m_{k}^{v}(n) \quad \text { subject to } \quad\left\|P_{k}^{-1} n\right\|_{2} \leq \delta_{k}^{v}, \quad s_{k}+n^{s} \geq \kappa_{\mathrm{fbo}} s_{k}, \tag{2.2}
\end{equation*}
$$

where we define the linearized constraint violation measure and scaling matrix

$$
m_{k}^{v}(n):=\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) n\right\|_{2} \quad \text { and } \quad P_{k}:=\left(\begin{array}{cc}
I & 0  \tag{2.3}\\
0 & S_{k}
\end{array}\right)
$$

along with the fraction-to-the-boundary (e.g., see [32, § 2.2]) constant $\kappa_{\text {fon }} \in(0,1)$ and trust region radius $\delta_{k}^{v}>0$. Our introduction of the scaling matrix $P_{k}$ can be motivated in multiple ways. On the one hand, in terms of defining the trust region constraint in (2.2), it can be motivated as a means of keeping the iterates sufficiently within the nonnegative orthant; e.g., it aids in restricting $\left[n_{k}^{s}\right]_{j}$ to be relatively small when $\left[s_{k}\right]_{j}$ is close to zero [3]. More importantly, however, its introduction can be motivated by the constraint violation minimization problem

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{N}, s \in \mathbb{R}^{M}}{\operatorname{minimize}} \frac{1}{2} v(x, s)^{2} \quad \text { subject to } \quad s \geq 0 \tag{2.4}
\end{equation*}
$$

for which we have the first-order KKT conditions

$$
\begin{equation*}
\min \{s, c(x, s)\}=0 \text { and } J(x)^{T} c(x, s)=0 \tag{2.5}
\end{equation*}
$$

A point ( $x, s$ ) with $s \geq 0$ and $c(x, s) \geq 0$ [recall (2.1)] satisfies (2.5) as long as

$$
\begin{equation*}
0=P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)=\left(J\left(x_{k}\right)^{T} c\left(x_{k}, s_{k}\right), S_{k} c\left(x_{k}, s_{k}\right)\right) \tag{2.6}
\end{equation*}
$$

With the normal step $n_{k}$ in hand, our preliminary algorithm next computes a new Lagrange multiplier estimate. For this purpose, we let $y_{k}$ be the solution of

$$
\begin{align*}
& \underset{y \in \mathbb{R}^{M}}{\operatorname{minimize}} m_{k}^{\mathcal{L}}(y), \\
& \quad \text { where } m_{k}^{\mathcal{L}}(y):=\frac{1}{2}\left\|P_{k}\left(\nabla f\left(x_{k}, s_{k}\right)+\hat{G}_{k} n_{k}+J\left(x_{k}, s_{k}\right)^{T} y\right)\right\|_{2}^{2}, \tag{2.7}
\end{align*}
$$

where $\hat{G}_{k}$ has the same form as in (1.7), but with $y_{k}$ replaced by $y_{k-1}$. This subproblem can be motivated by observing that its objective function is a valid criticality measure for minimizing the barrier function; recall the first-order KKT conditions for (BSP) and see Sect. 3.2. The role of $y_{k}$ is two-fold: it is used in the formulation of the Hessian in the tangential subproblem and in checking stationarity conditions for termination of the algorithm.

After the new Lagrange multiplier estimate has been computed, we definenow using the Hessian matrix $G_{k}$ in (1.7) associated with the conventional SQP subproblem-the tangential subproblem objective function

$$
\begin{equation*}
m_{k}^{f}(d):=f\left(x_{k}, s_{k}\right)+\nabla f\left(x_{k}, s_{k}\right)^{T} d+\frac{1}{2} d^{T} G_{k} d \tag{2.8}
\end{equation*}
$$

Our tangential step is then defined as a solution of the subproblem

$$
\begin{align*}
\underset{t=\left(t^{x}, t^{s}\right)}{\operatorname{minimize}} & m_{k}^{f}\left(n_{k}+t\right) \\
\text { subject to } & J\left(x_{k}, s_{k}\right) t=0,  \tag{2.9}\\
& \left\|P_{k}^{-1}\left(n_{k}+t\right)\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\}, s_{k}+n_{k}^{s}+t^{s} \geq \kappa_{\mathrm{fbt}}\left(s_{k}+n_{k}^{s}\right),
\end{align*}
$$

where $\kappa_{\mathrm{vf}}>0$ and $\kappa_{\mathrm{fbt}} \in(0,1)$ are constants and $\delta_{k}^{f}>0$ is a trust region radius.

### 2.3 Iteration types and step acceptance

With the normal and tangential steps computed, we must decide how to set the next iterate $\left(x_{k+1}, s_{k+1}\right)$, pair of trust region radii $\delta_{k+1}^{v}$ and $\delta_{k+1}^{f}$, and funnel radius $v_{k+1}^{\max }$. In our approach, these choices depend on first gauging whether progress in reducing the barrier function, the constraint violation, or perhaps neither, is most likely to occur. Specifically, we use the calculated steps to characterize the iteration as a $y$-iteration, $f$-iteration or $v$-iteration in the spirit of [9-11]. The new iterate, trust region radii, and funnel radius are then set based on whether the progress predicted within a given iteration type is realized at the trial point

$$
\left(x_{k}^{+}, s_{k}^{+}\right):=\left(x_{k}, s_{k}\right)+d_{k} .
$$

A $y$-iteration is any iteration satisfying the following definition.
Definition 2.1 ( $y$-iteration) The $k$ th iteration is a $y$-iteration if $d_{k}=0$.

Note that a $y$-iteration will occur when $n_{k}$ and $t_{k}$ are both equal to zero, so that the only outcome of the iteration is a new Lagrange multiplier estimate. Therefore, in such an iteration, we leave the values of the iterate, trust-region radii, and funnel radius unchanged. For our preliminary algorithm, the $k$ th iteration can be a $y$-iteration only if $\left(x_{k}, s_{k}, y_{k}\right)$ is a first-order KKT point for the barrier subproblem; however, in our main trust-funnel algorithm in Sect. 3, $y$-iterations may occur more frequently when inexact subproblem solutions are allowed and encouraged.

The primary goal of an $f$-iteration is to reduce the barrier function. In this context, we are interested in the predicted change in the barrier function by the normal step and tangential step as given, respectively, by

$$
\Delta m_{k}^{f, n}:=m_{k}^{f}(0)-m_{k}^{f}\left(n_{k}\right) \quad \text { and } \quad \Delta m_{k}^{f, t}:=m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}\right)
$$

To judge the potential for the full step $d_{k}$ to decrease the barrier function, we test whether the following inequality holds:

$$
\begin{equation*}
\Delta m_{k}^{f, d}:=\Delta m_{k}^{f, n}+\Delta m_{k}^{f, t} \geq \kappa_{\delta} \Delta m_{k}^{f, t} \text { for some } \quad \kappa_{\delta} \in(0,1) \tag{2.10}
\end{equation*}
$$

Satisfaction of (2.10) indicates that the decrease in the barrier function predicted by $d_{k}$ is at least a fraction of that predicted by the tangential step $t_{k}$. Based on this observation and the idea of using $v_{k} \leq v_{k}^{\max }$ for all $k$ to guide the algorithm toward constraint satisfaction, the following definition is natural.

Definition 2.2 ( $f$-iteration) The $k$ th iteration is an $f$-iteration if $t_{k} \neq 0$, the inequality (2.10) holds, and

$$
\begin{equation*}
v\left(x_{k}^{+}, s_{k}^{+}\right) \leq v_{k}^{\max } \tag{2.11}
\end{equation*}
$$

As for conventional trust-region methods, the updates applied at the end of an $f$ iteration are based on the quantity

$$
\begin{equation*}
\rho_{k}^{f}:=\frac{f\left(x_{k}, s_{k}\right)-f\left(x_{k}^{+}, s_{k}^{+}\right)}{\Delta m_{k}^{f, d}} \tag{2.12}
\end{equation*}
$$

which measures the ratio of actual-to-predicted decrease in the barrier function. In short, if the $k$ th iteration is an $f$-iteration and $\rho_{k}^{f} \geq \eta_{1}$ for some prescribed constant $\eta_{1} \in(0,1)$, then the trial point is accepted as the new iterate, the funnel radius is left unchanged, and the trust-region radii are potentially increased.

Finally, when the conditions defining a $y$-and/or $f$-iteration are not satisfied, the iteration type defaults to that of a $v$-iteration.

Definition 2.3 ( $v$-iteration) The $k$ th iteration is a $v$-iteration if it is not a $y$-or an $f$-iteration, i.e., if $d_{k} \neq 0$ and either $t_{k}=0$, the inequality (2.10) does not hold, or the inequality (2.11) does not hold.

Though perhaps not readily apparent from this definition, the main achievement of a $v$-iteration is a predicted reduction in constraint violation. (This fact will be clear in
the analysis of our main algorithm). Analogous to $f$-iterations, our updating strategy for $v$-iterations depends on the quantity

$$
\begin{equation*}
\rho_{k}^{v}:=\frac{v_{k}-v\left(x_{k}^{+}, s_{k}^{+}\right)}{\Delta m_{k}^{v, d}} \tag{2.13}
\end{equation*}
$$

that measures the ratio of actual-to-predicted decrease in the constraint violation. It also depends, however, on the predicted change in the constraint violation for the normal and full trial steps, for which we define

$$
\begin{equation*}
\Delta m_{k}^{v, n}:=m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}\right) \quad \text { and } \quad \Delta m_{k}^{v, d}:=m_{k}^{v}(0)-m_{k}^{v}\left(d_{k}\right) . \tag{2.14}
\end{equation*}
$$

Specifically, if the $k$ th iteration is a $v$-iteration, $\rho_{k}^{v} \geq \eta_{1}$,

$$
\begin{equation*}
n_{k} \neq 0, \quad \text { and } \quad \Delta m_{k}^{v, d} \geq \kappa_{\mathrm{cd}} \Delta m_{k}^{v, n} \quad \text { for some } \quad \kappa_{\mathrm{cd}} \in(0,1), \tag{2.15}
\end{equation*}
$$

then the trial point is accepted as the new iterate, the normal step trust region radius may be increased, and the funnel radius is reduced. (Briefly, the second condition in (2.15), (2.13), and the fact that $\Delta m_{k}^{v, n}$ is nonnegative due to the normal step computation together imply that $v\left(x_{k}^{+}, s_{k}^{+}\right)<v\left(x_{k}, s_{k}\right)$.)

### 2.4 A preliminary trust-funnel algorithm

We are now prepared to state our preliminary algorithm, stated as Algorithm 1 on page 10. It should be noted that while Algorithm 1 outlines the main computational steps in our main approach (see Sect. 3), we do not claim that it is well-defined and/or globally convergent. Indeed, for simplicity, we have stated the algorithm without termination conditions or algorithmic features that would be necessary to ensure that it is wellposed. We have also not given concrete updates for various quantities (e.g., specific trust-region radii updates), since this would distract the reader from understanding the core ideas. Finally, we claim that Algorithm 1 possesses various inefficiencies. For example, despite the fact that the algorithm calls for the computation of a normal step in every iteration, this computation could be wasteful if a given iterate is (nearly) stationary for the measure of infeasibility and significant progress could be made simply by computing a new multiplier estimate and tangential step. These types of situations motivate the various algorithmic features and opportunities for exploiting inexact solutions that are introduced along with the description of our main algorithm in the following section.

## 3 A trust-funnel algorithm for the barrier subproblem

In this section, we present our main trust-funnel algorithm, which is designed to improve upon the preliminary algorithm of Sect. 2 in two key ways. First, we introduce conditions under which one can exploit inexact solutions of the subproblems defining

```
Algorithm 1 Preliminary trust-funnel algorithm for the barrier subproblem (BSP)
    Input: \(\left(x_{0}, s_{0}, \mu\right)\) with \(\left(s_{0}, \mu\right)>0\).
    Choose \(\left\{\delta_{0}^{v}, \delta_{0}^{f}, \kappa_{\mathrm{vf}}\right\} \in(0, \infty)\) and \(\left\{\eta_{1}, \kappa_{\delta}, \kappa_{\mathrm{fbn}}, \kappa_{\mathrm{fbt}}, \kappa_{\mathrm{cd}}\right\} \subset(0,1)\).
    Perform a slack reset to \(s_{0}\) as given by (1.2).
    Set \(v_{0}^{\max } \geq v\left(x_{0}, s_{0}\right)\).
    for \(k=0,1, \ldots\) do
        Compute a normal step \(n_{k}\) that solves (2.2).
        Compute a multiplier vector \(y_{k}\) that solves (2.7).
        Compute a tangential step \(t_{k}\) that solves (2.9).
        Set the trial step \(d_{k} \leftarrow n_{k}+t_{k}\) and trial iterate \(\left(x_{k}^{+}, s_{k}^{+}\right) \leftarrow\left(x_{k}, s_{k}\right)+d_{k}\).
            if \(d_{k}=0\) then \(\quad\) [y-iteration]
            Set \(\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \delta_{k+1}^{v} \leftarrow \delta_{k}^{v}, \delta_{k+1}^{f} \leftarrow \delta_{k}^{f}\), and \(v_{k+1}^{\max } \leftarrow v_{k}^{\max }\).
        else if \(t_{k} \neq 0\) and both (2.10) and (2.11) hold then \(\quad\) [ \(f\)-iteration]
            if \(\rho_{k}^{f} \geq \eta_{1}\) then
            Set \(\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}^{+}, s_{k}^{+}\right), \delta_{k+1}^{v} \geq \delta_{k}^{v}, \delta_{k+1}^{f} \geq \delta_{k}^{f}\), and \(v_{k+1}^{\max } \leftarrow v_{k}^{\max }\).
                else
            Set \(\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \delta_{k+1}^{v} \leftarrow \delta_{k}^{v}, \delta_{k+1}^{f} \in\left(0, \delta_{k}^{f}\right)\), and \(v_{k+1}^{\max } \leftarrow v_{k}^{\max }\).
        else
                                    [ \(v\)-iteration]
            if \(\rho_{k}^{v} \geq \eta_{1}\) and (2.15) holds then
                        \(\operatorname{Set}\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}^{+}, s_{k}^{+}\right), \delta_{k+1}^{v} \geq \delta_{k}^{v}, \delta_{k+1}^{f} \leftarrow \delta_{k}^{f}\), and \(v_{k+1}^{\max } \in\left(0, v_{k}^{\max }\right)\).
            else
                        Set \(\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \delta_{k+1}^{v} \in\left(0, \delta_{k}^{v}\right), \delta_{k+1}^{f} \leftarrow \delta_{k}^{f}\), and \(v_{k+1}^{\max } \leftarrow v_{k}^{\max }\).
        Perform a slack reset to \(s_{k+1}\) as given by (1.2).
```

the normal step, Lagrange multiplier estimate, and tangential step. This is important since, in large-scale settings, it is often preferable to employ iterative solvers, and the opportunity of accepting inexact solutions allows for early termination of such solvers. Second, to further reduce computational costs, we establish conditions under which one can completely avoid computation of the normal step, Lagrange multiplier estimate, and/or tangential step during certain iterations. The core strategy of the algorithm in this section follows that of Algorithm 1 described in Sect. 2, but, in order to ensure global convergence of our algorithm (which allows much computational flexibility), intricate sets of conditions and safeguards are necessary. These are the main topics of discussion in this section.

### 3.1 An inexact normal step

We begin our description of a technique for computing an inexact normal step by introducing the " $v$-criticality" measures [recall (2.6)] given by

$$
\begin{align*}
& \pi_{k}^{v}:=\pi^{v}\left(x_{k}, s_{k}\right):=\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2} \text { and }  \tag{3.1a}\\
& \chi_{k}^{v}:=\chi^{v}\left(x_{k}, s_{k}\right):= \begin{cases}\pi_{k}^{v} / v_{k} & \text { if } v_{k}>0, \\
0 & \text { otherwise. }\end{cases} \tag{3.1b}
\end{align*}
$$

We use these measures to determine when a normal step must be computed. In particular, we only require a normal step to be computed when either the $v$-criticality measure $\pi_{k}^{v}$ is large relative to an " $f$-criticality" measure $\pi_{k-1}^{f}$ (defined in (3.14) and associated with minimizing the barrier function), or when $v_{k}$ is large relative to $v_{k}^{\max }$.

Specifically, for some $\kappa_{\mathrm{vv}} \in(0,1)$ and forcing function $\omega_{n}$, we require the computation of a normal step if either

$$
\begin{equation*}
\pi_{k}^{v}>\omega_{n}\left(\pi_{k-1}^{f}\right) \quad \text { or } \quad v_{k} \geq \kappa_{\mathrm{vv}} v_{k}^{\max } . \tag{3.2}
\end{equation*}
$$

(If (3.2) does not hold, but $\pi_{k}^{v}>0$, then one may still consider computing a normal step since the fact that $\pi_{k}^{v}>0$ implies that the computation would be well-defined. However, in such cases, a normal step is not necessary for our convergence analysis.) When a normal step is not computed, we set $n_{k} \leftarrow 0$.

If a normal step $n_{k}:=\left(n_{k}^{x}, n_{k}^{s}\right)$ is computed, then it is computed as an approximate solution to (2.2), meaning that it should be feasible for (2.2) and yield a decrease in $m_{k}^{v}$ no less than that achieved along a scaled steepest descent direction for $m_{k}^{v}$. The scaled steepest descent direction that we employ in this setting is derived in the following manner. Performing the change of variables $n^{\mathrm{P}}:=P_{k}^{-1} n$ so that the trustregion constraint becomes $\left\|n^{\mathrm{P}}\right\|_{2} \leq \delta_{k}^{v}$, the transformed problem for minimizing $m_{k}^{v}$ has the steepest descent direction $-P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)$. Returning to the original space gives the scaled steepest descent direction $-P_{k}^{2} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)$. For (2.2), we define the Cauchy step $n_{k}^{\mathrm{C}}=\left(n_{k}^{\mathrm{cx}}, n_{k}^{\mathrm{cs}}\right)$ as the minimizer of the objective of (2.2) in this scaled steepest descent direction, i.e.,

$$
\begin{equation*}
n_{k}^{\mathrm{C}}:=n_{k}^{\mathrm{C}}\left(\alpha_{\mathrm{N}}^{\mathrm{C}}\right), \quad \text { where } n_{k}^{\mathrm{C}}(\alpha):=\binom{n_{k}^{\mathrm{cx}}(\alpha)}{n_{k}^{\mathrm{cc}}(\alpha)}:=-\alpha P_{k}^{2} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right) \tag{3.3}
\end{equation*}
$$

and $\alpha_{\mathrm{N}}^{\mathrm{C}}$ is the solution to

$$
\begin{equation*}
\underset{\alpha \geq 0}{\operatorname{minimize}} m_{k}^{v}\left(n_{k}^{\mathrm{C}}(\alpha)\right) \text { subject to }\left\|P_{k}^{-1} n_{k}^{\mathrm{C}}(\alpha)\right\|_{2} \leq \delta_{k}^{v}, \quad s_{k}+n_{k}^{\mathrm{CS}}(\alpha) \geq \kappa_{\mathrm{fbn}} s_{k} \tag{3.4}
\end{equation*}
$$

We show in Lemma 3.5 that the decrease in $m_{k}^{v}$ obtained by $n_{k}^{\mathrm{c}}$ is positive. Overall, when (3.2) holds, we require a normal step satisfying the constraints of (2.2), i.e.,

$$
\begin{equation*}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \delta_{k}^{v}, \quad s_{k}+n_{k}^{s} \geq \kappa_{\mathrm{fbn}} s_{k}, \tag{3.5}
\end{equation*}
$$

along with [recall (2.14)]

$$
\begin{equation*}
\Delta m_{k}^{v, n} \geq m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{k} \text { belonging to the range space of } P_{k}^{2} J\left(x_{k}, s_{k}\right)^{T} \text {. } \tag{3.7}
\end{equation*}
$$

It is worthwhile to note that many steps satisfy (3.5)-(3.7) with the simplest being $n_{k}^{\mathrm{c}}$. The condition (3.7) is automatically guaranteed by Krylov-type methods for minimizing $m_{k}^{v}(n)$. For future reference, we also define

$$
\begin{equation*}
\alpha_{N}^{*}:=\arg \min _{\alpha \geq 0} m_{k}^{v}\left(n_{k}^{\mathrm{C}}(\alpha)\right) \text { and } n_{k}^{*}:=n_{k}^{\mathrm{C}}\left(\alpha_{N}^{*}\right) \tag{3.8}
\end{equation*}
$$

as the minimizer of the feasibility model along the scaled steepest descent direction (ignoring a trust-region constraint). Note that $\alpha_{N}^{*}$ is unique whenever $\pi_{k}^{v}>0$.

### 3.2 Inexact Lagrange multipliers and tangential steps

In contrast to the preliminary algorithm in Sect. 2—which involved the sequential computation of a Lagrange multiplier and tangential step-the conditions that we enforce for an inexact Lagrange multiplier and a Cauchy step for the tangential subproblem are intertwined in our main algorithm. Hence, in this subsection, we consider together the computation of new Lagrange multipliers and the tangential step. (It is important to note that the Lagrange multiplier computation can still be performed independently before the tangential step computation; all that is needed in the multiplier computation is, for each multiplier estimate, information about a corresponding Cauchy step for the tangential subproblem, which can be computed at modest computational cost. To clarify this issue, we provide in Sect. 3.2.3 a summary discussion of our multiplier and tangential step computation.)

We remark that for technical reasons in our global convergence analysis, we require a small change to our definition of the matrix $G_{k}$ [recall (1.7)] appearing in the barrier function model (2.8). Specifically, we now define

$$
G_{k}:=\left(\begin{array}{cc}
\nabla_{x x} \mathcal{L}\left(x_{k}, s_{k}, y_{k}^{\mathrm{B}}\right) & 0  \tag{3.9}\\
0 & D_{k}
\end{array}\right)
$$

with $y_{k}^{\mathrm{B}}$ being a (bounded) multiplier vector satisfying, for all $i \in\{1,2, \ldots, M\}$,

$$
\begin{equation*}
\left[y_{k}^{\mathrm{B}}\right]_{i}>0 \text { and }\left\|y_{k}^{\mathrm{B}}\right\|_{2} \leq \kappa_{\mathrm{y}} \text { for some scalar } \kappa_{\mathrm{y}}>0 \tag{3.10}
\end{equation*}
$$

and $D_{k}$ being a positive definite (p.d.) diagonal matrix satisfying

$$
\begin{equation*}
\left\|D_{k}\right\|_{2} \leq \kappa_{\mathrm{D}} \text { for some scalar } \kappa_{\mathrm{D}}>0 \tag{3.11}
\end{equation*}
$$

The key aspect of this definition is to ensure boundedness of the components of $G_{k}$, which means that, in fact, one may use an approximate Hessian of the Lagrangian as long as the sequence $\left\{G_{k}\right\}$ is uniformly bounded.

Overall, as is typical in a step decomposition approach, our goal is to compute a tangential step $t_{k}$ lying (approximately) in the null space of the constraint Jacobian $J\left(x_{k}, s_{k}\right)$ that satisfies $m_{k}^{f}\left(n_{k}+t_{k}\right) \leq m_{k}^{f}\left(n_{k}\right)$ while not undoing the predicted gain in linearized feasibility provided by the normal step $n_{k}$. On one hand, this latter requirement suggests that improvement in the barrier function should be sought within the trust-region $\left\{d:\left\|P_{k}^{-1} d\right\|_{2} \leq \delta_{k}^{v}\right\}$, since it is only within this region that the linearized constraint model is believed to be trustworthy. On the other hand, as a separate consideration we assume that the barrier function model $m_{k}^{f}$ may only be trusted within $\left\{d:\left\|P_{k}^{-1} d\right\|_{2} \leq \delta_{k}^{f}\right\}$. Overall, to allow flexibility in our algorithm, we simply use as a necessary condition for computing a new Lagrange multiplier estimate and (potentially) a tangential step the inequality

$$
\begin{equation*}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \kappa_{\mathrm{B}} \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \text { with } \kappa_{\mathrm{B}} \in(0,1) \text { and } \kappa_{\mathrm{vf}}>0 . \tag{3.12}
\end{equation*}
$$

If (3.12) does not hold, then we set $y_{k} \leftarrow y_{k-1}$ and $t_{k} \leftarrow 0$.
Overall, the main idea of the strategy in the preceding paragraph is that, if (3.12) does not hold, then (i) improvement toward feasibility may be expected from the normal step alone and (ii) the computation of a tangential step-and hence new Lagrange multipliers for computing a productive tangential step-is unnecessary to ensure convergence. Observe that if one chooses $\kappa_{\mathrm{B}} \kappa_{\mathrm{vf}} \in(0,1)$, then (3.12) states that new multipliers and a tangential step need not be computed if the normal step lies on its trust region boundary. We claim that one may still consider computing new multipliers and a tangential step in such a case. However, in order to analyze an algorithm that minimizes per-iteration costs as much as possible, we employ (3.12) as described. Also note that if $\kappa_{\mathrm{B}} \kappa_{\mathrm{vf}} \geq 1$, then, by (3.5), the inequality (3.12) reduces to $\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \kappa_{\mathrm{B}} \delta_{k}^{f}$, which suggests that new multipliers and a tangential step need not be computed when the normal step lies outside the region in which the barrier function model is trustworthy.

When (3.12) is satisfied, we first compute a new Lagrange multiplier estimate as an approximate solution of (2.7). For determining whether such a solution is acceptable, we consider first the properties of the vector

$$
\begin{equation*}
r_{k}:=r_{k}\left(y_{k}\right):=P_{k}^{2}\left(\nabla m_{k}^{f}\left(n_{k}\right)+J\left(x_{k}, s_{k}\right)^{T} y_{k}\right), \tag{3.13}
\end{equation*}
$$

with which we define the related " $f$-criticality" measures

$$
\begin{align*}
\pi_{k}^{f}:=\pi_{k}^{f}\left(y_{k}\right) & :=\left\|P_{k}\left(\nabla m_{k}^{f}\left(n_{k}\right)+J\left(x_{k}, s_{k}\right)^{T} y_{k}\right)\right\|_{2} \text { and }  \tag{3.14a}\\
\chi_{k}^{f}:=\chi_{k}^{f}\left(y_{k}\right) & :=\frac{\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}\left(y_{k}\right)}{\pi_{k}^{f}\left(y_{k}\right)} \tag{3.14b}
\end{align*}
$$

associated with minimizing $f$. (As in the discussion leading to (3.3) for the normal subproblem, the vector $r_{k}$ can be motivated as a means of defining a Cauchy point for the tangential subproblem; see (3.17) and (3.21) later.) We determine that subproblem (2.7) has been solved accurately enough as long as $y_{k}, r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ at least satisfy one (if not more) of the following three sets of conditions:

$$
\begin{gather*}
\pi_{k}^{f} \leq \epsilon_{\pi} \text { and } v_{k} \leq \epsilon_{v}  \tag{3.15a}\\
\pi_{k}^{f} \leq \omega_{t}\left(\pi_{k}^{v}\right) ; \text { or }  \tag{3.15b}\\
\chi_{k}^{f} \geq \kappa_{\chi} \pi_{k}^{f} \tag{3.15c}
\end{gather*}
$$

Here, $\left\{\epsilon_{\pi}, \epsilon_{v}\right\}>0$ and $\kappa_{\chi} \in(0,1)$ are constants and $\omega_{t}$ is a forcing function. We require that the functions $\omega_{n}$ and $\omega_{t}$ [see (3.2) and (3.15b)] satisfy

$$
\begin{equation*}
\omega_{t}\left(\omega_{n}(\tau)\right) \leq \kappa_{\omega} \tau \text { for all } \tau \geq 0 \text { and for some } \kappa_{\omega} \in(0,1) \tag{3.16}
\end{equation*}
$$

With respect to the conditions in (3.15), a few remarks are in order. First, we remark that one can show (see Lemma 3.8) that one can always satisfy one of the three sets of conditions in (3.15), and thus this requirement for $y_{k}$ (and the related quantities $r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ ) is well-posed. One can also see that if (3.15a) is satisfied, then $\left(x_{k}, s_{k}, y_{k}\right)$ is an approximate first-order KKT point for the barrier subproblem for the tolerances $\left\{\epsilon_{\pi}, \epsilon_{v}\right\}>0$. (If this condition holds, then, as seen in the formal statement of it at the end of this section, our main algorithm will terminate.) However, if (3.15a) is not satisfied, but (3.15b) holds, then the $f$-criticality measure $\pi_{k}^{f}$ is insubstantial compared to the $v$-criticality measure $\pi_{k}^{v}$. In this case, the computation of a tangential step is skipped, i.e., we simply set $t_{k} \leftarrow 0$. Otherwise, when (3.15a) and (3.15b) do not hold (and necessarily ( 3.15 c ) holds), we decide that we must compute a tangential step. In this case, it follows from the Definition (3.14), the condition (3.15c) and the fact that $\pi_{k}^{f}>0$ (since otherwise (3.15b) would have held) that $r_{k}$ is a direction of strict ascent for $m_{k}^{f}(\cdot)$ at $n_{k}$. This property allows us to compute a tangential step $t_{k}$ satisfying one of two sets of conditions as outlined in the following two subsections. Our choice of which set of conditions to satisfy depends on whether a normal step is computed. Specifically, if $n_{k} \neq 0$, then we require the computation of what we call a relaxed SQP tangential step. Otherwise, if $n_{k}=0$, then we are still free to attempt to compute a relaxed SQP tangential step, but we may instead compute what we call a very relaxed SQP tangential step. In such a case, this latter option may be preferable as it involves a weaker restriction on linearized infeasibility of the step.

### 3.2.1 A relaxed SQP tangential step

Given a constant $\kappa_{\mathrm{tg}}$ small enough such that $\kappa_{\mathrm{cd}} \in\left(0,1-\kappa_{\mathrm{tg}}\right.$ ] $\subset(0,1)$ [recall that $\kappa_{\mathrm{cd}}$ was defined in (2.15)], a relaxed SQP tangential step is defined as follows.

Definition 3.1 (Relaxed SQP tangential step) Define the Cauchy point

$$
\begin{equation*}
t_{k}^{\mathrm{C}}:=t_{k}^{\mathrm{C}}\left(\alpha_{\mathrm{T}}^{\mathrm{C}}\right), \quad \text { where } \quad t_{k}^{\mathrm{C}}(\alpha):=\binom{t_{k}^{\mathrm{C} x}(\alpha)}{t_{k}^{\mathrm{cs}}(\alpha)}:=-\alpha\binom{r_{k}^{x}}{r_{k}^{s}}=-\alpha r_{k} \tag{3.17}
\end{equation*}
$$

and $\alpha_{\mathrm{T}}^{\mathrm{C}}$ is the minimizer of

$$
\begin{array}{ll}
\underset{\alpha \geq 0}{\operatorname{minimize}} & m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right) \\
\text { subject to } & \left\|P_{k}^{-1}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right)\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vv}} \delta_{k}^{v}, \delta_{k}^{f}\right\},  \tag{3.18}\\
& s_{k}+n_{k}^{s}+t_{k}^{\mathrm{Cs}}(\alpha) \geq \kappa_{\mathrm{fbt}}\left(s_{k}+n_{k}^{s}\right)
\end{array}
$$

Then, $t_{k}$ is a relaxed SQP tangential step if

$$
\begin{gather*}
\Delta m_{k}^{f, t} \geq m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}\right),  \tag{3.19a}\\
s_{k}+n_{k}^{s}+t_{k}^{s} \geq \kappa_{\mathrm{fb}}\left(s_{k}+n_{k}^{s}\right) \tag{3.19b}
\end{gather*}
$$

$$
\begin{align*}
& \left\|P_{k}^{-1}\left(n_{k}+t_{k}\right)\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\}, \quad \text { and }  \tag{3.19c}\\
& m_{k}^{v}\left(n_{k}+t_{k}\right) \leq \kappa_{\mathrm{tg}} m_{k}^{v}(0)+\left(1-\kappa_{\mathrm{tg}}\right) m_{k}^{v}\left(n_{k}\right) . \tag{3.19d}
\end{align*}
$$

Condition (3.19a) ensures that the model of the barrier function is decreased at least as much as by the Cauchy point $t_{k}^{\mathrm{C}},(3.19 \mathrm{~b})$ is a fraction-to-the-boundary constraint, (3.19c) is a trust-region constraint, and (3.19d) is a relaxation of the traditional SQP constraint that $c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right)\left(n_{k}+t_{k}\right)=0$ that ensures that linearized constraint infeasibility is sufficiently reduced.

If a relaxed SQP tangential step satisfying (3.19) is computed, then we must evaluate its usefulness in the sense that we must ensure that a relatively large tangential step results in a sufficient decrease in the model $m_{k}^{f}$ of the barrier function. With this in mind, we check whether the conditions

$$
\begin{equation*}
\left\|P_{k}^{-1} t_{k}\right\|_{2}>\kappa_{\mathrm{tn}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \text { for some } \kappa_{\mathrm{tn}}>1 \tag{3.20}
\end{equation*}
$$

and (2.10) are satisfied. The inequality (2.10) indicates that the predicted decrease in the barrier function obtained from the tangential step is substantial compared to any potential increase resulting from the normal step. If the step $t_{k}$ satisfies (3.20) but violates (2.10), it does not serve its role and we reset it to zero.

### 3.2.2 A very relaxed SQP tangential step

Condition (3.19) may be too restrictive in certain cases. Specifically, if $v_{k}=0$, then the algorithm will set $n_{k} \leftarrow 0$, from which it follows that (3.19d) requires $t_{k}$ to be in the null space of $J\left(x_{k}, s_{k}\right)$. This is an unreasonable requirement in matrix-free settings; indeed ( 3.19 d ) may be unreasonable in any situation when the normal step computation is skipped and $n_{k} \leftarrow 0$. Thus, to avoid such a requirement, we allow for the computation of an alternative tangential step. Given the constant $\kappa_{\mathrm{fbt}} \in(0,1)$ employed in (3.19b), a constant $\kappa_{\mathrm{v}} \in(1, \infty)$, and a constant $\kappa_{\mathrm{tt}} \in\left(\kappa_{\mathrm{vv}}, 1\right)$ (with $\kappa_{\mathrm{vv}} \in(0,1)$ defined for (3.2)), the salient feature of our alternative is that it involves a relaxed condition on the linearized infeasibility of the step. We emphasize that we are only allowed to compute a tangential step of this type when $n_{k}=0$, though we incorporate $n_{k}$ into the conditions in the following definition so that one may more easily compare them to the conditions in Definition 3.1.
Definition 3.2 (Very relaxed SQP tangential step) Define the Cauchy point

$$
\begin{equation*}
t_{k}^{\mathrm{C}}=t_{k}^{\mathrm{C}}\left(\alpha_{\mathrm{T}}^{\mathrm{C}}\right), \quad \text { where } \quad t_{k}^{\mathrm{C}}(\alpha):=\binom{t_{k}^{\mathrm{C} x}(\alpha)}{t_{k}^{\mathrm{C}}(\alpha)}:=-\alpha\binom{r_{k}^{x}}{r_{k}^{s}}=-\alpha r_{k} \tag{3.21}
\end{equation*}
$$

and $\alpha_{\mathrm{T}}^{\mathrm{C}}$ is the minimizer of

$$
\begin{array}{ll}
\underset{\alpha \geq 0}{\operatorname{minimize}} & m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right) \\
\text { subject to } & \left\|P_{k}^{-1}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right)\right\|_{2} \leq \min \left\{\kappa_{\mathrm{v} \delta} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\},  \tag{3.22}\\
& s_{k}+n_{k}^{s}+t_{k}^{\mathrm{cs}}(\alpha) \geq \kappa_{\mathrm{fbt}}\left(s_{k}+n_{k}^{s}\right) .
\end{array}
$$

Then, $t_{k}$ is a very relaxed SQP tangential step if

$$
\begin{gather*}
\Delta m_{k}^{f, t} \geq m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{c}}\right),  \tag{3.23a}\\
s_{k}+n_{k}^{s}+t_{k}^{s} \geq \kappa_{\mathrm{fb}}\left(s_{k}+n_{k}^{s}\right),  \tag{3.23b}\\
\left\|P_{k}^{-1}\left(n_{k}+t_{k}\right)\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\text {max }}\right\}, \text { and }  \tag{3.23c}\\
m_{k}^{v}\left(n_{k}+t_{k}\right) \leq \kappa_{\mathrm{t}} v_{k}^{\max } . \tag{3.23d}
\end{gather*}
$$

Conditions (3.23a)-(3.23c) play the same role as conditions (3.19a)-(3.19c). However, since the Cauchy point defined by (3.21)-(3.22) involves a potentially smaller trust-region radius than that defined in (3.18), the bound imposed in (3.23a) may be different from that imposed in (3.19a), and this difference in the trust-region radii is matched in (3.23c) [see (3.19c)]. The name "very relaxed SQP tangential step" has been chosen because of condition ( 3.23 d ), which merely requires that the predicted constraint violation be sufficiently less than a fraction of the upper bound $v_{k}^{\max }$ rather than a fraction of the current violation [see (3.19d)]. In fact, the potentially smaller trust-region radii in (3.22) and (3.23c) (as compared to those in (3.18) and (3.19c)) have been chosen to compensate for this relaxation.

### 3.2.3 Summary of inexact Lagrange multiplier and tangential step computation

Overall, the Lagrange multiplier and tangential step computation may proceed as follows. First, an iterative solver may be applied to the least-squares subproblem (2.7) until an approximate solution $y_{k}$ and the corresponding $r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ satisfy at least one of (3.15a), (3.15b), or (3.15c). If (3.15a) or (3.15b) is satisfied, then the algorithm may proceed with $y_{k}$ as the new multiplier estimate. Otherwise, if only (3.15c) holds, then one should check whether the Cauchy step defined by (3.17)(3.18) satisfies (3.19) or (if $n_{k}=0$ ) the Cauchy step defined by (3.21)-(3.22) satisfies (3.23). (In fact, by construction of the Cauchy steps, one need only check (3.19d) in the former case and (3.23d) in the latter case since all other conditions in (3.19) and (3.23) are guaranteed to hold by definition of the corresponding Cauchy steps.) If either Cauchy step satisfies its corresponding set of conditions (with $n_{k}=0$ required in the latter case), then the algorithm may proceed with $y_{k}$ as the new multiplier estimate. Otherwise, the iterative solver for (2.7) should be continued until the above strategy yields an acceptable new multiplier $y_{k}$. Once a new multiplier estimate is obtained in this manner, the algorithm may proceed to compute a tangential step satisfying (3.19) or (if $n_{k}=0$ ) (3.23). This latter computation is well-defined as the strategy for computing $y_{k}$ has at least guaranteed that a corresponding Cauchy point satisfies the required conditions. (Indeed, under reasonable assumptions on the iterative solver for (2.7), this entire strategy for computing $y_{k}$ and $t_{k}$ is well-posed; see Lemma 3.8.

### 3.3 Iteration types, step acceptance, and updating strategies

Our inexact method uses the same iteration types as our preliminary algorithm in Sect.2. In this section, we give the precise updates that we use for the iterates, the trust-region radii, and the funnel radius for the three types of iterations.

First, consider $y$-iterations as in Definition 2.1, which occur when $n_{k}$ and $t_{k}$ are both zero, but could also (presumably) occur if $n_{k}=-t_{k}$ and some components are nonzero. (In fact, this latter case is ruled out by Lemma 3.3(vi).) During a $y$-iteration, we perform-as in Algorithm 1-the updates

$$
\begin{equation*}
\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \quad \delta_{k+1}^{f} \leftarrow \delta_{k}^{f}, \quad \delta_{k+1}^{v} \leftarrow \delta_{k}^{v}, \quad \text { and } \quad v_{k+1}^{\max } \leftarrow v_{k}^{\max } \tag{3.24}
\end{equation*}
$$

As previously mentioned, since a $y$-iteration is defined by a zero primal step, the only computation of interest is that of a new vector of Lagrange multiplier estimates. Therefore, the updates in (3.24) leave the trust-region radii and bound on the maximum allowed infeasibility unchanged for the subsequent iteration.

Second, consider $f$-iterations as in Definition 2.2, which have the primary purpose of reducing the barrier function [recall (2.10)] while ensuring that the constraint violation remains within the funnel radius [recall (2.11)]. If the $k$ th iteration is an $f$-iteration and $\rho_{k}^{f} \geq \eta_{1}[$ recall (2.12)], then we set

$$
\begin{align*}
\left(x_{k+1}, s_{k+1}\right) & \leftarrow\left(x_{k}^{+}, s_{k}^{+}\right)  \tag{3.25}\\
{\left[s_{k+1}\right]_{i} } & \leftarrow \begin{cases}{\left[s_{k+1}\right]_{i}} & \text { if }\left[c\left(x_{k+1}, s_{k+1}\right)\right]_{i} \geq 0, \\
-\left[c\left(x_{k+1}\right)\right]_{i} & \text { otherwise, },\end{cases}  \tag{3.26}\\
\delta_{k+1}^{f} & \in \begin{cases}{\left[\delta_{k}^{f}, \infty\right)} & \text { if } \rho_{k}^{f} \geq \eta_{2}, \\
{\left[\gamma_{2} \delta_{k}^{f}, \delta_{k}^{f}\right]} & \text { otherwise },\end{cases}  \tag{3.27}\\
\delta_{k+1}^{v} & \in\left[\delta_{k}^{v}, \infty\right) . \tag{3.28}
\end{align*}
$$

Otherwise (i.e., if $\rho_{k}^{f}<\eta_{1}$ ), we set

$$
\begin{equation*}
\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \quad \delta_{k+1}^{f} \in\left[\gamma_{1} \delta_{k}^{f}, \gamma_{2} \delta_{k}^{f}\right], \quad \text { and } \quad \delta_{k+1}^{v} \leftarrow \delta_{k}^{v} \tag{3.29}
\end{equation*}
$$

In both cases, we set

$$
\begin{equation*}
v_{k+1}^{\max } \leftarrow v_{k}^{\max } . \tag{3.30}
\end{equation*}
$$

In (3.25)-(3.30), the constants should be chosen to satisfy $0<\eta_{1} \leq \eta_{2}<1$ and $0<\gamma_{1} \leq \gamma_{2}<1$. Overall, we accept the trial point ( $x_{k}^{+}, s_{k}^{+}$) if the achieved decrease in the barrier function is comparable to the predicted decrease (and reject it otherwise), update $\delta_{k+1}^{f}$ using a typical trust-region updating strategy, possibly increase the normal step trust-region radius, and leave the funnel radius unchanged.

For technical reasons, after a $f$-iteration in which the trial point is accepted, we reset the size of the normal step trust region radius during the next iteration in which a normal step is computed. Specifically, if a normal step is computed during iteration $k$ and the last successful iteration was an $f$-iteration, we enforce

$$
\begin{equation*}
\delta_{k}^{v} \geq \kappa_{\mathrm{n}}\left\|P_{k}^{-1} n_{k}^{*}\right\|_{2} \text { for some } \kappa_{\mathrm{n}}>0 \tag{3.31}
\end{equation*}
$$

where $n_{k}^{*}$ is given by (3.8). Besides being needed for our convergence analysis, this safeguard is practical in that a (sequence of) $f$-iteration(s) with $\rho_{k}^{f} \geq \eta_{1}$ may make inaccurate the information on the adequacy of the model $m_{k}^{v}(\cdot)$ and trust region radius $\delta_{k}^{v}$ gathered during previous iterations.

Third, consider $v$-iterations as in Definition 2.3, which have as their main goal an improvement toward feasibility. If $\rho_{k}^{v} \geq \eta_{1}$ and (2.15) holds, then we set

$$
\begin{gather*}
\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}^{+}, s_{k}^{+}\right)  \tag{3.32}\\
{\left[s_{k+1}\right]_{i} \leftarrow \begin{cases}{\left[s_{k+1}\right]_{i}} & \text { if }\left[c\left(x_{k+1}, s_{k+1}\right)\right]_{i} \geq 0, \\
-\left[c\left(x_{k+1}\right)\right]_{i} & \text { otherwise, }\end{cases} }  \tag{3.33}\\
\delta_{k+1}^{v} \in \begin{cases}{\left[\delta_{k}^{v}, \infty\right)} & \text { if } \rho_{k}^{v} \geq \eta_{2}, \\
\delta_{k}^{v} & \text { otherwise },\end{cases}  \tag{3.34}\\
v_{k+1}^{\max } \leftarrow \max \left\{\kappa_{\mathrm{t}} v_{k}^{\max }, v\left(x_{k+1}, s_{k+1}\right)+\kappa_{\mathrm{k}}\left(v_{k}-v\left(x_{k+1}, s_{k+1}\right)\right)\right\} . \tag{3.35}
\end{gather*}
$$

Otherwise (i.e., if $\rho_{k}^{v}<\eta_{1}$ or (2.15) does not hold), we set

$$
\begin{equation*}
\left(x_{k+1}, s_{k+1}\right) \leftarrow\left(x_{k}, s_{k}\right), \quad \delta_{k+1}^{v} \in\left[\gamma_{1} \delta_{k}^{v}, \gamma_{2} \delta_{k}^{v}\right], \quad \text { and } \quad v_{k+1}^{\max } \leftarrow v_{k}^{\max } . \tag{3.36}
\end{equation*}
$$

In both cases, we set

$$
\begin{equation*}
\delta_{k+1}^{f} \leftarrow \delta_{k}^{f} \tag{3.37}
\end{equation*}
$$

In (3.32)-(3.37), the constants should be chosen to satisfy $\left\{\kappa_{\mathrm{t}}, \kappa_{12}\right\} \subset(0,1)$. In this manner, the trial point is accepted if the normal step is nonzero and the improvement in linearized feasibility is comparable to its predicted value, which is itself comparable to the improvement yielded by the normal step.

### 3.4 A trust-funnel algorithm

We are now prepared to state our trust-funnel method for solving (BSP). For convenience, we define sets that classify each iteration, as well as the computations performed in them. The first group of sets distinguishes between iteration types:

$$
\begin{aligned}
& \mathcal{Y}:=\left\{k \in \mathbb{N}: d_{k}=0\right\} ; \mathcal{F}:=\left\{k \in \mathbb{N}: t_{k} \neq 0 \text { and (2.10)-(2.11) hold }\right\} \\
& \mathcal{V}:=\mathbb{N} \backslash(\mathcal{Y} \cup \mathcal{F}) .
\end{aligned}
$$

(Lemma 3.3 below shows that these sets are mutually exclusive and exhaustive.) The second group distinguishes iterations for which the normal and/or tangential steps satisfy various conditions, and whether the tangential step was reset to zero:

$$
\begin{aligned}
\mathcal{N} & :=\left\{k \in \mathbb{N}: n_{k} \text { was computed to satisfy (3.5)-(3.7) }\right\} \\
\mathcal{T} & :=\left\{k \in \mathbb{N}: t_{k} \text { was computed to satisfy either (3.19) or (3.23) }\right\}
\end{aligned}
$$

$\mathcal{T}_{\mathcal{D}}:=\left\{k \in \mathcal{T}:\right.$ the computed $t_{k}$ satisfied (3.19) $\} ;$
$\mathcal{T}_{0}:=\left\{k \in \mathcal{T}_{\mathcal{D}}:\right.$ the computed $t_{k}$ satisfied (3.19) and (3.20), but not (2.10) $\} ;$
(Note that $t_{k}$ is reset to zero for $k \in \mathcal{T}_{0}$.) Furthermore, the set of iterations for which $d_{k}$ satisfies the linearized constraint contraction condition (3.19d) plays an important role in our analysis; thus, along with the sets above, we define

$$
\mathcal{D}:=\left\{k \in \mathbb{N}: \text { the step } d_{k}=n_{k}+t_{k} \text { satisfies (3.19d) }\right) .
$$

Our last group of sets distinguishes iterations that produce a change in the primal space. In particular, if $\rho_{k}^{f} \geq \eta_{1}$ holds during an $f$-iteration, or if (2.15) holds and $\rho_{k}^{v} \geq \eta_{1}$ during a $v$-iteration, then iteration $k$ is called successful. The following sets capture the types of successful iterations:
$\mathcal{S}_{f}:=\left\{k \in \mathcal{F}: \rho_{k}^{f} \geq \eta_{1}\right\} ; \quad \mathcal{S}_{v}:=\left\{k \in \mathcal{V}:(2.15)\right.$ holds and $\left.\rho_{k}^{v} \geq \eta_{1}\right\} ; \quad \mathcal{S}:=\mathcal{S}_{f} \cup \mathcal{S}_{v}$.
Finally, for convenience when referring to the trust-region radius for the tangential subproblem (see (3.19c) and (3.23c)), we define $\delta_{-1}^{t}:=1$ and, for $k \geq 0$,

$$
\delta_{k}^{t}:= \begin{cases}\delta_{k-1}^{t} & \text { if } k \notin \mathcal{T},  \tag{3.38}\\ \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} & \text { if } k \in \mathcal{T} \cap \mathcal{I}_{\mathcal{D}}, \\ \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\} & \text { if } k \in \mathcal{T} \backslash \mathcal{T}_{\mathcal{D}} .\end{cases}
$$

We formally state our trust-funnel method as Algorithm 2 on page 19, and provide an informal flow diagram in the "Appendix" on page 56.

As a guide for the reader with respect to the salient properties of the various types of iterations we have defined, we provide the following lemma regarding basic facts that may be deduced from the design of our algorithm. Unless stated otherwise, reference to the tangential step $t_{k}$ corresponds to the value used in Step 37 of Algorithm 2, i.e., the value after the possible reset in Step 31. For the purposes of this lemma, we assume that if the algorithm does not terminate during iteration $k$, then all steps of the algorithm during the iteration are well-defined. We prove this fact formally in the next subsection.

Lemma 3.3 If Algorithm 2 does not terminate during the kth iteration, then:
(i) If $k \in \mathcal{N}$, then $\chi_{k}^{v}>0, \pi_{k}^{v}>0, m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{c}}\right)>0, \Delta m_{k}^{v, n}>0$, and $n_{k} \neq 0$.
(ii) If $n_{k} \neq 0$, then $k \in \mathcal{N}$.
(iii) If $k \in \mathcal{T}$, then $\chi_{k}^{f} \geq \kappa_{\chi} \pi_{k}^{f}>0$ and $m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{c}\right)>0$.
(iv) If $k \in \mathcal{T} \backslash \mathcal{T}_{0}$, then $t_{k} \neq 0$ and $\Delta m_{k}^{f, t}>0$. If $k \in \mathcal{T}_{0}$, then $t_{k}=0$ and (3.12) holds.
(v) If $t_{k} \neq 0$, then $k \in \mathcal{T} \backslash \mathcal{I}_{0}$.
(vi) $k \in \mathcal{Y}$ if and only if $n_{k}=t_{k}=0$.
(vii) If $k \in \mathcal{Y}$, then $k \in \mathcal{D}$ and $\pi_{k}^{f} \leq \kappa_{\omega} \pi_{k-1}^{f}$ with $\kappa_{\omega} \in(0,1)$ defined as in (3.16).
(viii) If $k \notin \mathcal{D}$, then $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$ and (3.23) holds.

```
Algorithm 2 Trust-funnel algorithm for the barrier subproblem (BSP)
    Input: \(\left(x_{0}, s_{0}, y_{-1}, \mu, \epsilon_{\pi}, \epsilon_{v}\right)\) with \(\left(s_{0}, y_{-1}, \mu, \epsilon_{\pi}, \epsilon_{v}\right)>0\).
    Choose \(\left\{\delta_{0}^{f}, \delta_{0}^{v}, \kappa_{\mathrm{vf}}, \kappa_{\mathrm{ca}}, \kappa_{\mathrm{y}}, \kappa_{\mathrm{D}}, \kappa_{\mathrm{n}}\right\} \subset(0, \infty),\left\{\kappa_{\mathrm{cr}}, \kappa_{\mathrm{tn}}, \kappa_{\mathrm{v}}\right\} \subset(1, \infty), 0<\eta_{1} \leq \eta_{2}<1,0<\gamma_{1} \leq \gamma_{2}<1\),
    \(\left\{\kappa_{\mathrm{tt}}, \kappa_{\delta}, \kappa_{\mathrm{tg}}, \kappa_{\omega}, \kappa_{\chi}, \kappa_{\mathrm{B}}, \kappa_{\mathrm{vv}}, \kappa_{\mathrm{fbn}}, \kappa_{\mathrm{fbt}}, \kappa_{\mathrm{tt}}, \kappa_{\mathrm{t} 2}\right\} \subset(0,1)\), and \(\kappa_{\mathrm{cd}} \in\left(0,1-\kappa_{\mathrm{tg}}\right]\).
    Perform a slack reset to \(s_{0}\) as given by (1.2).
    Set \(v_{0}^{\max } \leftarrow \max \left\{\kappa_{\mathrm{ca}}, \kappa_{\mathrm{cr}} v\left(x_{0}, s_{0}\right)\right\}\) and \(\pi_{-1}^{f} \leftarrow 0\).
    Set \(\mathcal{S}_{f}\)-flag \(\leftarrow\) false.
    : for \(k=0,1, \ldots\) do
        Compute \(v_{k}\) from (2.1) and \(\pi_{k}^{v}\) and \(\chi_{k}^{v}\) from (3.1).
        if \(v_{k}>0\) and \(\chi_{k}^{v}=0\) then
            Return the infeasible stationary point \(\left(x_{k}, s_{k}\right)\).
        Normal Step Computation
        if (3.2) holds, or at least \(\pi_{k}^{v}>0\) then \(\quad[k \in \mathcal{N}]\)
            if \(k \geq 1\) and \(\mathcal{S}_{f}-\mathrm{flag}=\) true then
                Compute \(n_{k}^{*}\) satisfying (3.8).
                Set \(\delta_{k}^{v} \leftarrow \max \left\{\delta_{k}^{v}, \kappa_{\mathrm{n}}\left\|P_{k}^{-1} n_{k}^{*}\right\|_{2}\right\}\) and \(\mathcal{S}_{f}\)-flag \(\leftarrow\) false.
                Compute \(n_{k}\) satisfying (3.5)-(3.7).
        else
            Set \(n_{k} \leftarrow 0\).
        Lagrange Multiplier and Tangential Step Computation
        Choose \(y_{k}^{\mathrm{B}}\) and p.d. diagonal \(D_{k}\) satisfying (3.10)-(3.11), then set \(G_{k}\) by (3.9).
        if (3.12) holds then
            Compute \(y_{k}, r_{k}, \pi_{k}^{f}\), and \(\chi_{k}^{f}\) from (2.7) and (3.13)-(3.14) by the strategy in §3.2.3.
            if (3.15a) holds then
                Return the (approximate) first-order KKT point \(\left(x_{k}, s_{k}, y_{k}\right)\).
            else if (3.15b) holds then
                Set \(t_{k} \leftarrow 0\).
            else \(\quad[k \in \mathcal{T}]\)
                    if \(k \in \mathcal{N}\) then
                        Compute \(t_{k}\) so that (3.19) is satisfied.
                else
                    Compute \(t_{k}\) so that either (3.19) or (3.23) is satisfied.
                if (3.19) holds then \(\quad\left[k \in \mathcal{T}_{\mathcal{D}}\right]\)
                    if \((3.20)\) is satisfied but (2.10) fails then \(\quad\left[k \in \mathcal{T}_{0}\right]\)
                        Set \(t_{k} \leftarrow 0\).
        else
            Set \(y_{k} \leftarrow y_{k-1}\) and \(t_{k} \leftarrow 0\), then set \(r_{k}, \pi_{k}^{f}\), and \(\chi_{k}^{f}\) by (3.13)-(3.14).
            if (3.15a) holds then
                Return the (approximate) first-order KKT point \(\left(x_{k}, s_{k}, y_{k}\right)\).
        Iteration Type and Step Acceptance Determination
        (if (3.19d) holds then add \(k\) to the set \(\mathcal{D}\).) \(\quad[k \in \mathcal{D}]\)
        Set the trial step \(d_{k} \leftarrow n_{k}+t_{k}\) and trial iterate \(\left(x_{k}^{+}, s_{k}^{+}\right) \leftarrow\left(x_{k}, s_{k}\right)+d_{k}\).
        if \(d_{k}=0\) then
        \([k \in \mathcal{Y}]\)
            Perform the \(y\)-iteration updates given by (3.24).
        else if \(t_{k} \neq 0\) and both (2.10) and (2.11) hold then \(\quad[k \in \mathcal{F}]\)
            if \(\rho_{k}^{f} \geq \eta_{1}\) then \(\quad\left[k \in \mathcal{S}_{f}\right]\)
            Perform the successful \(f\)-iteration updates given by (3.25)-(3.28) and (3.30).
            Set \(\mathcal{S}_{f}\)-flag \(\leftarrow\) true.
            else
                Perform the unsuccessful \(f\)-iteration updates given by (3.29) and (3.30).
        else
    \([k \in \mathcal{V}]\)
            if \(\rho_{k}^{v} \geq \eta_{1}\) and (2.15) holds then \(\quad\left[k \in \mathcal{S}_{v}\right]\)
            Perform the successful \(v\)-iteration updates given by (3.32)-(3.35) and (3.37).
            else
                Perform the unsuccessful \(v\)-iteration updates given by (3.36) and (3.37).
```

(ix) If $k \in \mathcal{D}$, then the inequality in (2.15) holds.
(x) $\mathcal{T}_{\mathcal{D}} \subseteq \mathcal{D}$.
(xi) If $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$, then $n_{k}=0$ and $k \notin \mathcal{N}$.

Proof To prove part (i), let $k \in \mathcal{N}$, in which case we have that the conditions in Step 10 held true. This could occur only if $\pi_{k}^{v}>0$, or if in (3.2) we had $\pi_{k}^{v}>\omega_{n}\left(\pi_{k-1}^{f}\right) \geq 0$ or $v_{k} \geq \kappa_{\mathrm{vv}} v_{k}^{\max }$. Thus, to prove that $k \in \mathcal{N}$ implies $\pi_{k}^{v}>0$, all that remains is to investigate the case when $v_{k} \geq \kappa_{\mathrm{vv}} v_{k}^{\max }$. Since $v_{k}^{\max }>0$ by construction, this inequality implies $v_{k}>0$. If $\pi_{k}^{v}=0$ (which, since $v_{k}>0$, implies $\chi_{k}^{v}=0$ ), then the algorithm would have terminated in Step 9. Thus, we may again conclude that $\pi_{k}^{v}>0$, which establishes this strict inequality for all $k \in \mathcal{N}$. In turn, by (3.1) and the fact that $v_{k}>0$ when $\pi_{k}^{v}>0$, we must have $\chi_{k}^{v}>0$ for all $k \in \mathcal{N}$. Now, since $\pi_{k}^{v}>0$, it follows that $-P_{k}^{2} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)$ is a direction of strict decrease for $m_{k}^{v}$ at $n=0$, from which it follows by (3.3) that $m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)>0$. In turn, (3.6) implies the remainder of part (i).

Part (ii) follows since if $n_{k} \neq 0$, then the conditions in Step 10 must have held (or else the algorithm would have set $n_{k} \leftarrow 0$ ), in which case $k \in \mathcal{N}$.

Next, we prove part (iii). If $k \in \mathcal{T}$, then it follows from Steps 19-28 of the algorithm that after the computation of $y_{k}$ (and all dependent quantities) both (3.15a) and (3.15b) did not hold (implying that $\pi_{k}^{f}>0$ ), but (3.15c) did. Combining (3.15c) and the fact that $\pi_{k}^{f}>0$ yields $\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k} \geq \kappa_{\chi}\left(\pi_{k}^{f}\right)^{2}>0$ (as desired), which implies that $r_{k}$ is a direction of strict ascent for $m_{k}^{f}$ at $n_{k}$. Combining this fact with (3.17)-(3.18) and (3.21)-(3.22) yields $m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}\right)>0$.

Building on the proof of part (iii), we next prove part (iv). If we have $k \in \mathcal{T} \backslash \mathcal{T}_{0}$, we may combine $m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{c}\right)>0$ with (3.19a)/(3.23a) to conclude that $t_{k} \neq 0$ and $\Delta m_{k}^{f, t}>0$, as desired. (Since $k \notin \mathcal{T}_{0}$, this tangential step was not reset to zero, so we have maintained $t_{k} \neq 0$ in Step 37.) If $k \in \mathcal{T}_{0}$, it follows from Steps 18-31 that (3.12) holds, but that the algorithm reset $t_{k} \leftarrow 0$.

To prove part (v), we first note that if $t_{k} \neq 0$, then a tangential step was computed and thus $k \in \mathcal{T}$. Moreover, since $t_{k} \neq 0$, we know that $k \notin \mathcal{T}_{0}$, which means $k \in \mathcal{T} \backslash \mathcal{I}_{0}$, as desired.

We now prove part (vi). If $n_{k}=t_{k}=0$, then $d_{k}=0$ and we have $k \in \mathcal{Y}$ by the definition of $\mathcal{Y}$; this proves one direction. For the other direction, in order to derive a contradiction, suppose that $k \in \mathcal{Y}$ (so that $d_{k}=n_{k}+t_{k}=0$ ), but that $n_{k} \neq 0$ and/or $t_{k} \neq 0$. Indeed, since $n_{k}+t_{k}=0$, we must have $n_{k} \neq 0$ and $t_{k} \neq 0$. It then follows from parts (ii) and (v) that $k \in \mathcal{Y} \cap \mathcal{N} \cap\left(\mathcal{T} \backslash \mathcal{T}_{0}\right)$. Consequently, from part (i) we have that $m_{k}^{v}(0)>m_{k}^{v}\left(n_{k}\right)$. This fact and the equation $n_{k}+t_{k}=0$ imply that ( 3.19 d ) must not be satisfied. However, according to Steps 25-26 of the algorithm, since $k \in \mathcal{N}$ we compute $t_{k}$ to satisfy (3.19), a contradiction.

To prove part (vii), suppose $k \in \mathcal{Y}$. It follows from part (vi) that $n_{k}=t_{k}=0$ so that (3.19d) holds (which means $k \in \mathcal{D}$, as desired), and then from part (i) that $k \notin \mathcal{N}$. Hence, from Step 10 of the algorithm, it follows that (3.2) must be violated. Moreover, since $n_{k}=0$, we also know that (3.12) holds and thus an oblique projected gradient $r_{k}$ was computed (as stipulated in Step 19) to satisfy at least one of (3.15a), (3.15b) and (3.15c). In fact, under the conditions of this lemma, it follows that (3.15a) must not have held, so we know that either (3.15b) or (3.15c) is satisfied as a result of this calculation. Suppose that ( 3.15 c ) holds so that the algorithm would have proceeded to compute a tangential step and $k \in \mathcal{T}$. If $k \notin \mathcal{T}_{0}$, then it would follow from part (iv) that $t_{k} \neq 0$,
which by part (vi) contradicts the fact that $k \in \mathcal{Y}$. Thus, we must have $k \in \mathcal{T}_{0}$, i.e., we reset $t_{k} \leftarrow 0$ because the computed tangential step satisfied (3.20), but not (2.10). This is a contradiction because (2.10) would have been satisfied trivially since $n_{k}=0$. Thus ( 3.15 c) must not hold, which implies that (3.15b) must hold. Since we have shown that (3.15b) holds and (3.2) does not hold, we conclude that $\pi_{k}^{f} \leq \omega_{t}\left(\pi_{k}^{v}\right) \leq$ $\omega_{t}\left(\omega_{n}\left(\pi_{k-1}^{f}\right)\right) \leq \kappa_{\omega} \pi_{k-1}^{f}$, where we have used the monotonicity of $\omega_{t}$ and (3.16).

To establish part (viii), let $k \notin \mathcal{D}$. It follows from part (vii) that $k \notin \mathcal{Y}$. Now, suppose that $t_{k}=0$. Combining this with the fact that $k \notin \mathcal{Y}$ implies from part (vi) that $n_{k} \neq 0$, which may then be combined with part (ii) to deduce that $k \in \mathcal{N}$. This fact along with part (i) and the fact that $t_{k}=0$ implies that $m_{k}^{v}\left(n_{k}+t_{k}\right) \leq \kappa_{\mathrm{tg}} m_{k}^{v}(0)+\left(1-\kappa_{\mathrm{tg}}\right) m_{k}^{v}\left(n_{k}\right)$ (see (3.19d)), and hence $k \in \mathcal{D}$, which is a contradiction. Therefore, we must have $t_{k} \neq 0$, which from part (v) implies that $k \in \mathcal{T} \backslash \mathcal{I}_{0}$ and that the computed tangential step was not reset to zero. Thus, $t_{k}$ satisfies either (3.19) or (3.23). In fact, since $k \notin \mathcal{D}$ so that (3.19d) is not satisfied, we conclude that $k \notin \mathcal{I}_{\mathcal{D}}$ and (3.23) must be satisfied.

To prove part (ix), suppose $k \in \mathcal{D}$ so that (3.19d) holds. It follows that

$$
\begin{align*}
\Delta m_{k}^{v, d} & =m_{k}^{v}(0)-m_{k}^{v}\left(d_{k}\right) \geq m_{k}^{v}(0)-\kappa_{\mathrm{tg}} m_{k}^{v}(0)-\left(1-\kappa_{\mathrm{tg}}\right) m_{k}^{v}\left(n_{k}\right) \\
& =\left(1-\kappa_{\mathrm{tg}}\right)\left(m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}\right)\right)=\left(1-\kappa_{\mathrm{tg}}\right) \Delta m_{k}^{v, n}, \tag{3.39}
\end{align*}
$$

which, since $\kappa_{\mathrm{cd}} \in\left(0,1-\kappa_{\mathrm{tg}}\right.$ ], means that the inequality in (2.15) holds, as desired.
To prove ( x ), let $k \in \mathcal{I}_{\mathcal{D}}$. It follows that a relaxed SQP tangential step $t_{k}$ was computed to satisfy (3.19). Thus, if $t_{k}$ is not reset to zero, we know that ( 3.19 d ) holds. However, if $t_{k}$ was reset to zero, then (3.19d) holds trivially when $n_{k}=0$ and from parts (i) and (ii) when $n_{k} \neq 0$. We have shown in all cases that (3.19d) holds, and therefore $k \in \mathcal{D}$.

Finally, to prove part (xi), let $k \in \mathcal{T} \backslash \mathcal{T}_{\mathcal{D}}$. By Steps 25-31, it follows that (3.23) holds and $k \notin \mathcal{N}$ for all $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$. It then follows from part (ii) that $n_{k}=0$.

### 3.5 Well-posedness

The purpose of this section is to prove that Algorithm 2 is well-posed in the sense that if iteration $k$ is reached, then, in a reasonable implementation of the algorithm, all computations within iteration $k$ will terminate finitely.

Our first result shows important consequences of the slack reset procedure.
Lemma 3.4 The slack reset (3.26) and (3.33) in Steps 42 and 48 yields $s_{k}$ such that $\left(x_{k}, s_{k}\right)$ satisfies $s_{k}>0$ and $c\left(x_{k}, s_{k}\right) \geq 0$.

Proof The fact that $s_{k}>0$ follows from the choice $s_{0}>0$, the fact that the slack reset (3.26) and (3.33) only possibly increases the slack variables (as shown in (1.4)), and the fact that the fraction-to-the-boundary rules in (3.5) and (3.19b)/(3.23b) hold when normal and tangential steps are computed.

We now prove that $c\left(x_{k}, s_{k}\right) \geq 0$ holds. Prior to the slack reset performed in Steps 42 and 48, if $\left[c\left(x_{k}, s_{k}\right)\right]_{i} \geq 0$, then (3.26) and (3.33) leave $\left[s_{k}\right]_{i}$ unchanged so that $\left[c\left(x_{k}, s_{k}\right)\right]_{i} \geq 0$ still holds. Otherwise, if $\left[c\left(x_{k}, s_{k}\right)\right]_{i}<0$, then after the slack reset $(3.26) /(3.33)$ we have that $\left[c\left(x_{k}\right)+s_{k}\right]_{i}=0$, which completes the proof.

We now show that the Cauchy step for the normal step problem is well-posed.
Lemma 3.5 If $k \in \mathcal{N}$, then $n_{k}^{c}$ defined by (3.3)-(3.4) is computed and satisfies

$$
\begin{equation*}
m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{c}}\right) \geq \kappa_{k}^{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\}>0 \tag{3.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{k}^{\mathrm{cn}}:=\frac{1}{1+\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}} \in(0,1] . \tag{3.41}
\end{equation*}
$$

Proof Since $k \in \mathcal{N}$, we may observe from Lemma 3.3(i) that $\pi_{k}^{v}>0$ and $\chi_{k}^{v}>0$, and hence $v_{k}>0$. We now show that $n_{k}^{\mathrm{C}}(\alpha)$ [recall (3.3)] is feasible for (3.4) when

$$
\begin{equation*}
k \in \mathcal{N} \quad \text { and } \quad 0 \leq \alpha \leq \frac{1}{\pi_{k}^{v}} \min \left\{\delta_{k}^{v},\left(1-\kappa_{\mathrm{fbh}}\right)\right\}=: \alpha_{\mathrm{B}} \tag{3.42}
\end{equation*}
$$

Consider any $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$. It follows from the definitions of $n_{k}^{\mathrm{C}}(\alpha)$ and $\pi_{k}^{v}$ that

$$
\left\|P_{k}^{-1} n_{k}^{\mathrm{c}}(\alpha)\right\|_{2}=\left\|\alpha P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}=\alpha \pi_{k}^{v} \leq \delta_{k}^{v} .
$$

It also follows from the definition of $n_{k}^{\text {cs }}(\alpha)$ and Lemma 3.4 that

$$
\begin{aligned}
{\left[-n_{k}^{\mathrm{cs}}(\alpha)\right]_{i} } & =\alpha\left[S_{k}\right]_{i i}^{2}\left[c\left(x_{k}, s_{k}\right)\right]_{i} \leq \alpha\left[s_{k}\right]_{i}\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2} \\
& =\alpha \pi_{k}^{v}\left[s_{k}\right]_{i} \leq\left(1-\kappa_{\mathrm{fbn}}\right)\left[s_{k}\right]_{i} \text { for } \quad i=1,2, \ldots M,
\end{aligned}
$$

so $s_{k}+n_{k}^{\mathrm{cs}}(\alpha) \geq \kappa_{\mathrm{fbn}} s_{k}$. Overall, $n_{k}^{\mathrm{C}}(\alpha)$ is feasible for (2.2) for all $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$.
Now, observe that $\alpha_{\mathrm{N}}^{\mathrm{C}}$ [recall (3.4)] yields $m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)=m_{k}^{v}\left(n_{k}^{\mathrm{C}}\left(\alpha_{\mathrm{N}}^{\mathrm{C}}\right)\right) \leq m_{k}^{v}\left(n_{k}^{\mathrm{C}}(\alpha)\right)$ for all $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$. It then follows from [3, Lemma 1] with the quantities

$$
" \mathrm{t} ":=\alpha_{\mathrm{B}}, \quad " \mathrm{a} ":=2\left\|J\left(x_{k}, s_{k}\right) P_{k}^{2} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}^{2}, \quad \text { "b" }:=2\left(\pi_{k}^{v}\right)^{2}>0,
$$

the fact that

$$
" \mathrm{a} " \leq 2\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}^{2}=2\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}\left(\pi_{k}^{v}\right)^{2}
$$

and the definition of $\pi_{k}^{v}$ that

$$
\begin{align*}
& \left(m_{k}^{v}(0)\right)^{2}-\left(m_{k}^{v}\left(n_{k}^{\mathrm{c}}\right)\right)^{2} \\
& \geq " \mathrm{~b} " \min \left\{\frac{" \mathrm{~b} "}{" \mathrm{a} ", " \mathrm{t} "\}}\right. \\
& \geq 2\left(\pi_{k}^{v}\right)^{2} \min \left\{\frac{1}{\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}}, \frac{\delta_{k}^{v}}{\pi_{k}^{v}}, \frac{1-\kappa_{\mathrm{fbn}}}{\pi_{k}^{v}}\right\} \\
& \geq 2 \pi_{k}^{v} \min \left\{\frac{\pi_{k}^{v}}{1+\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\} \\
& =2 v_{k} \chi_{k}^{v} \min \left\{\frac{\pi_{k}^{v}}{1+\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\}>0 . \tag{3.43}
\end{align*}
$$

Hence, $m_{k}^{v}\left(n_{k}^{\mathrm{c}}\right)<m_{k}^{v}(0)$, and therefore

$$
\begin{align*}
m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{c}}\right) & =\frac{\left(m_{k}^{v}(0)\right)^{2}-\left(m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)\right)^{2}}{m_{k}^{v}(0)+m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)} \\
& \geq \frac{\left(m_{k}^{v}(0)\right)^{2}-\left(m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)\right)^{2}}{2 m_{k}^{v}(0)}=\frac{\left(m_{k}^{v}(0)\right)^{2}-\left(m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right)\right)^{2}}{2 v_{k}} \tag{3.44}
\end{align*}
$$

Inequality (3.40) follows from (3.44), (3.43), and $1+\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2} \geq 1$.
Since we impose the bound (3.31) on the trust-region radius for the normal step problem on certain iterations, we derive a lower bound on its right-hand side.

Lemma 3.6 If $k \in \mathcal{N}$, then, with $n_{k}^{*}$ defined in (3.8) and $\kappa_{k}^{\text {cn }}$ defined in (3.41),

$$
\left\|P_{k}^{-1} n_{k}^{*}\right\|_{2} \geq \kappa_{k}^{\mathrm{cn}} \pi_{k}^{v}
$$

Proof Let $w_{k}:=P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)$. By (3.8) and since $m_{k}$ is convex with unconstrained minimizer corresponding to a nonnegative $\alpha$, it follows that $\left.n_{k}^{*}=n_{k}^{\mathrm{C}}\left(\alpha_{N}^{*}\right)\right)$ is the unconstrained minimizer of $\left[m_{k}^{v}\left(n_{k}^{C}(\alpha)\right)\right]^{2}$, from which it follows that

$$
P_{k}^{-1} n_{k}^{*}=-\frac{\left\|w_{k}\right\|_{2}^{2}}{\left\|J\left(x_{k}, s_{k}\right) P_{k} w_{k}\right\|_{2}^{2}} P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right) .
$$

This, along with $\left\|J\left(x_{k}, s_{k}\right) P_{k} w_{k}\right\|_{2} \leq\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}\left\|w_{k}\right\|_{2}$ and (3.1), yields

$$
\left\|P_{k}^{-1} n_{k}^{*}\right\|_{2}=\frac{\left\|w_{k}\right\|_{2}^{2}}{\left\|J\left(x_{k}, s_{k}\right) P_{k} w_{k}\right\|_{2}^{2}} \pi_{k}^{v} \geq \frac{\pi_{k}^{v}}{\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}}
$$

The desired bound then follows from (3.41).
Next, we establish the remaining claims made in (2.1). (We remark that certain bounds established in the proof of Lemma 3.7 are refined in Lemma 4.12.)

Lemma 3.7 The slack reset (3.26) and (3.33) in Steps 42 and 48 yields $s_{k+1}$ such that $\left(x_{k+1}, s_{k+1}\right)$ satisfies $v_{k+1} \leq v_{k+1}^{\max }$ and, at the end of iteration $k+1, v_{k+2}^{\max } \leq v_{k+1}^{\max }$.
Proof Our proof is by induction. We have $v_{0} \leq v_{0}^{\max }$ by the initialization of $v_{0}^{\max }$. Now suppose that $v_{i} \leq v_{i}^{\max }$ for $i \in\{0, \ldots, k\}$ for some $k \geq 1$. The slack reset in Steps 42 and 48 cannot increase the constraint violation [recall (1.4)], which implies, for $k \in \mathcal{Y} \cup \mathcal{F}$, the inequality $v_{k+1} \leq v_{k+1}^{\max }$. Hence, it remains to consider $k \in \mathcal{V}$. If $\rho_{k}^{v}<\eta_{1}$ or (2.15) does not hold, then the step is rejected, so $v_{k+1} \leq v_{k+1}^{\max }$ as a consequence of (3.36). Otherwise, (2.15) states that $n_{k} \neq 0$, from which Lemma 3.3 implies $k \in \mathcal{N}$, and thus Lemma 3.5 and (3.6) imply that $\Delta m_{k}^{v, n}>0$. It then follows from the fact that $\rho_{k}^{v} \geq \eta_{1}$, (2.13), and (3.32) that $v_{k+1}<v_{k}$. Since $\kappa_{12} \in(0,1)$ in (3.35), this implies

$$
\begin{equation*}
v_{k+1}<v_{k+1}+\kappa_{12}\left(v_{k}-v_{k+1}\right)<v_{k} \leq v_{k}^{\max }, \tag{3.45}
\end{equation*}
$$

so (3.35) implies $v_{k+1}^{\max } \leq v_{k}^{\max }$. Combining (3.35) and (3.45), we have that $v_{k+1}^{\max } \geq$ $v_{k+1}+\kappa_{12}\left(v_{k}-v_{k+1}\right)>v_{k+1}$. Thus, in all cases, we have $v_{k+1} \leq v_{k+1}^{\max }$.

To establish that $v_{k+2}^{\max } \leq v_{k+1}^{\max }$, note that if $k \notin \mathcal{V}$, then $v_{k+2}^{\max } \leftarrow v_{k+1}^{\max }$, so all that remains is to consider $k \in \mathcal{V}$. Observing (3.35), we see again that $v_{k+2}^{\max } \leftarrow v_{k+1}^{\max }$ if either (2.15) is violated or $\rho_{k+1}^{v}<\eta_{1}$. By contrast, if (2.15) holds and $\rho_{k+1}^{v} \geq \eta_{1}$, then we must have $n_{k+1} \neq 0$ and from Lemma 3.3(ii) that $k+1 \in \mathcal{N}$. Moreover, it follows from (3.32), (2.13), (2.15), (3.6) and Lemma 3.5 as above that $v_{k+2}<v_{k+1}$. Thus, if the maximum value in (3.35) is the second term, it follows that $v_{k+2}^{\max }<v_{k+1} \leq v_{k+1}^{\max }$. Otherwise, if the maximum value in (3.35) is the first term, then $v_{k+2}^{\max }<v_{k+1}^{\max }$ trivially follows since $\kappa_{\mathrm{t} 1} \in(0,1)$.

We now show that the computations of the least-squares multipliers, $y_{k}$,-along with the accompanying quantities $r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$-are well-defined. For this, we make the following reasonable assumption.

Assumption 3.1 If the iterative solver employed to solve (2.7) runs for an infinite number of iterations, then it produces a bounded sequence $\left\{y^{(i)}\right\}_{i=0}^{\infty}$ with

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \nabla m_{k}^{\mathcal{L}}\left(y^{(i)}\right)=0 . \tag{3.46}
\end{equation*}
$$

We now confirm that our strategy for computing Lagrange multiplier estimates and tangential steps is well-defined. In particular, it shows that the strategy in Sect.3.2.3 produces a Lagrange multiplier estimate and Cauchy point for a tangential subproblem, and that the Cauchy point is a valid option for the tangential step.

Lemma 3.8 If $\left\{y^{(i)}\right\}_{i=0}^{\infty}$ is produced by an iterative solver employed to solve (2.7) that satisfies Assumption 3.1, then for some (finite) index i the vector $y_{k} \leftarrow y^{(i)}$ yields $r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ satisfying (3.15a), (3.15b), or (3.15c), where, in case only $(3.15 \mathrm{c})$ is satisfied, we also have that either
(i) the Cauchy point $t_{k}^{\mathrm{C}}$ defined by (3.17)-(3.18) satisfies (3.19), or
(ii) the Cauchy point t $t_{k}^{\mathrm{c}}$ defined by (3.21)-(3.22) satisfies (3.23).

Proof If, for any $i$, either (3.15a) or (3.15b) is satisfied, then the result follows. Thus, without loss of generality, let us assume for the remainder of the proof that both (3.15a) and (3.15b) do not hold for all $i$.

In order to derive a contradiction, suppose that for all $i$ either (3.15c) does not hold or it does while neither statement (i) nor (ii) holds. This means that the iterative solver employed to solve (2.7) (that satisfies Assumption 3.1) does not terminate finitely, which, in turn, implies the existence of a limit point $y^{\infty}$ and an infinite index set $\mathcal{I}$ such that $\left\{y^{(i)}\right\}_{i \in \mathcal{I}} \rightarrow y^{\infty}$. Moreover, (3.46) implies that

$$
\begin{equation*}
0=\nabla m_{k}^{\mathcal{L}}\left(y^{\infty}\right)=J\left(x_{k}, s_{k}\right) r_{k}\left(y^{\infty}\right) \tag{3.47}
\end{equation*}
$$

Suppose that $\pi_{k}^{f}\left(y^{\infty}\right)=0$. If $v_{k} \leq \epsilon_{v}$, then this implies that, for all sufficiently large $i \in \mathcal{I}$, the vector $y_{k} \leftarrow y^{(i)}$ yields (3.15a), a contradiction. Otherwise, if $v_{k}>\epsilon_{v}$,
then we must have $\chi_{k}^{v}>0$ or else Algorithm 2 would have terminated in Step 9. Since this fact, the fact that $v_{k}>\epsilon_{v}$, and (3.1) imply that $\pi_{k}^{v}>0$, it follows along with $\pi_{k}^{f}\left(y^{\infty}\right)=0$ that, for all sufficiently large $i \in \mathcal{I}$, the vector $y_{k} \leftarrow y^{(i)}$ yields (3.15b), another contradiction. Since we have reached a contradiction in both of these cases, we must conclude that $\pi_{k}^{f}\left(y^{\infty}\right)>0$. Combining this strict inequality with (3.47) and the fact that

$$
\nabla m_{k}^{f}\left(n_{k}\right)=P_{k}^{-2} r_{k}\left(y^{\infty}\right)-J\left(x_{k}, s_{k}\right)^{T} y^{\infty}
$$

shows that

$$
\chi_{k}^{f}\left(y^{\infty}\right)=\frac{r_{k}\left(y^{\infty}\right)^{T}\left(P_{k}^{-2} r_{k}\left(y^{\infty}\right)-J\left(x_{k}, s_{k}\right)^{T} y^{\infty}\right)}{\pi_{k}^{f}\left(y^{\infty}\right)}=\frac{\left(\pi_{k}^{f}\left(y^{\infty}\right)\right)^{2}}{\pi_{k}^{f}\left(y^{\infty}\right)}=\pi_{k}^{f}\left(y^{\infty}\right)
$$

Since $\kappa_{\chi} \in(0,1)$, the outer equations in this sequence show that, for all sufficiently large $i \in \mathcal{I}$, the vector $y_{k} \leftarrow y^{(i)}$ yields (3.15c).

Now, to complete the proof, we must show that either statement (i) or (ii) must be satisfied for some sufficiently large $i \in \mathcal{I}$. To this end, first observe from (3.47) that $\left\{r_{k}\left(y^{(i)}\right)\right\}_{i \in \mathcal{I}} \rightarrow r_{k}\left(y^{\infty}\right) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$. We introduce the notation $t_{k}^{\mathrm{Cr}}(i):=t_{k}^{\mathrm{C}}$ when $t_{k}^{\mathrm{C}}$ is defined by (3.17)-(3.18) with $r_{k}=r_{k}\left(y^{(i)}\right)$ associated with the relaxed SQP tangential subproblem, and $t_{k}^{\mathrm{Cv}}(i):=t_{k}^{\mathrm{C}}$ when $t_{k}^{\mathrm{C}}$ is defined by (3.21)-(3.22) with $r_{k}=r_{k}\left(y^{(i)}\right)$ associated with the very relaxed SQP tangential subproblem. We observe from (3.17) and (3.21), the constraints of (3.18) and (3.22), and the fact that $r_{k}\left(y^{\infty}\right) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$ that there exist $t_{k}^{\mathrm{Cr}}(\infty)$ and $t_{k}^{\mathrm{Cv}}(\infty)$ such that $\left\{t_{k}^{\mathrm{Cr}}(i)\right\}_{i \in \mathcal{I}} \rightarrow t_{k}^{\mathrm{Cr}}(\infty) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$ and $\left\{t_{k}^{\mathrm{Cv}}(i)\right\}_{i \in \mathcal{I}} \rightarrow t_{k}^{\mathrm{Cv}}(\infty) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$. By definition, the Cauchy point $t_{k}^{\mathrm{Cr}}(i)$ satisfies (3.19a)-(3.19c) for all $i$. Similarly, the Cauchy point $t_{k}^{\text {cv }}(i)$ satisfies (3.23a)-(3.23c) for all $i$. Thus, we need only show that for some sufficiently large $i \in \mathcal{I}$ either $t_{k}^{\mathrm{Cr}}(i)$ satisfies (3.19d) or $t_{k}^{\mathrm{Cv}}(i)$ satisfies (3.23d). Suppose that $n_{k} \neq 0$, in which case Lemma 3.3(ii) implies that $k \in \mathcal{N}$. It then follows from Lemma 3.3(i) that $m_{k}^{v}\left(n_{k}\right)<m_{k}^{v}(0)$, and thus the right-hand side of (3.19d) is strictly greater than $m_{k}^{v}\left(n_{k}\right)$. Therefore, since $t_{k}^{\mathrm{Cr}}(\infty) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$, it follows that $t_{k}^{\mathrm{Cr}}(i)$ satisfies (3.19d) for all sufficiently large $i \in \mathcal{I}$, which is to say that statement (i) holds. Now suppose that $n_{k}=0$, in which case Lemma 3.3(i) implies that $k \notin \mathcal{N}$. By virtue of (3.2), this must mean that $v_{k}<\kappa_{\mathrm{vv}} v_{k}^{\max }$. It follows from the facts that $n_{k}=0$, $v_{k}<\kappa_{\mathrm{vv}} v_{k}^{\max }, \kappa_{\mathrm{tt}} \in\left(\kappa_{\mathrm{vv}}, 1\right)$, and $\left\{t_{k}^{\mathrm{Cv}}(i)\right\}_{i \in \mathcal{I}} \rightarrow t_{k}^{\mathrm{Cv}}(\infty) \in \operatorname{Null}\left(J\left(x_{k}, s_{k}\right)\right)$ that $t_{k}^{\mathrm{Cv}}(i)$ satisfies (3.23d) for all sufficiently large $i \in \mathcal{I}$. We have reached the conclusion that statement (ii) holds. This completes the proof.

Finally, we give a bound on the decrease in our barrier model provided by the Cauchy step for the tangential subproblem.

Lemma 3.9 If $k \in \mathcal{T}$, then $t_{k}^{C}$ defined by (3.17)-(3.18) or (3.21)-(3.22) is computed and satisfies

$$
m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}\right) \geq \kappa_{k}^{\mathrm{ct}} \pi_{k}^{f} \min \left\{\pi_{k}^{f},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\}>0
$$

where

$$
\kappa_{k}^{\mathrm{ct}}:=\frac{\kappa_{\chi}^{2}}{2\left(1+\left\|P_{k} G_{k} P_{k}\right\|_{2}\right)} \in(0,1 / 2)
$$

Proof We first consider $k \in \mathcal{T}_{\mathcal{D}}$, i.e., when the Cauchy step $t_{k}^{c}$ is computed from (3.17)-(3.18) with the trust region radius $\delta_{k}^{t}=\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\}$ (see (3.38)). It follows from Lemma 3.3(iii) that $\chi_{k}^{f} \geq \kappa_{\chi} \pi_{k}^{f}>0$ so, by (3.14), $\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k} \geq \kappa_{\chi}\left(\pi_{k}^{f}\right)^{2}>0$. We now show that $t_{k}^{\mathrm{C}}(\alpha)$ [recall (3.17)] is feasible for (3.18) when

$$
k \in \mathcal{T}_{\mathcal{D}} \quad \text { and } \quad 0 \leq \alpha \leq\left(\pi_{k}^{f}\right)^{-1} \min \left\{\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\}=: \alpha_{\mathrm{B}}
$$

Indeed, consider any $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$. The definitions of $t_{k}^{\mathrm{C}}(\alpha), r_{k}$, and $\alpha_{\mathrm{B}}$ imply

$$
\begin{equation*}
\left\|P_{k}^{-1} t_{k}^{\mathrm{C}}(\alpha)\right\|_{2}=\left\|P_{k}^{-1} \alpha r_{k}\right\|_{2}=\alpha\left\|P_{k}^{-1} r_{k}\right\|_{2}=\alpha \pi_{k}^{f} \leq\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t} \tag{3.48}
\end{equation*}
$$

Using the triangle inequality, (3.12) (which must hold since $k \in \mathcal{T}_{\mathcal{D}} \subseteq \mathcal{T}$ ), (3.38), and (3.48), we then have

$$
\begin{aligned}
\left\|P_{k}^{-1}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right)\right\|_{2} & \leq\left\|P_{k}^{-1} n_{k}\right\|_{2}+\left\|P_{k}^{-1} t_{k}^{\mathrm{C}}(\alpha)\right\|_{2} \\
& \leq \kappa_{\mathrm{B}} \delta_{k}^{t}+\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t} \leq \delta_{k}^{t}=\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\},
\end{aligned}
$$

which shows that $t_{k}^{c}(\alpha)$ satisfies the first constraint in problem (3.18). To show that $t_{k}^{c s}(\alpha)$ also satisfies the second constraint in problem (3.18), first observe that if $\left[t_{k}^{c s}(\alpha)\right]_{i}=\left[-\alpha r_{k}^{s}\right]_{i} \geq 0$, then $\left[s_{k}+n_{k}^{s}+t_{k}^{c s}(\alpha)\right]_{i} \geq\left[s_{k}+n_{k}^{s}\right]_{i} \geq \kappa_{\mathrm{ftt}}\left[s_{k}+n_{k}^{s}\right]_{i} \geq 0$ since $\kappa_{\mathrm{fbt}} \in(0,1)$. Thus, it suffices to consider $i$ such that $\left[r_{k}^{s}\right]_{i}>0$. It follows from the definitions of $\alpha_{\mathrm{B}}$ and $\pi_{k}^{f}$, (3.13), $\left[r_{k}^{s}\right]_{i}>0$, Lemma 3.4, and (3.5) that

$$
\begin{aligned}
\alpha & \leq \alpha_{\mathrm{B}} \leq \frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}}{\pi_{k}^{f}} \leq \frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}}{\left\|S_{k}^{-1} r_{k}^{s}\right\|_{2}} \\
& \leq \frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}}{\left|\left[r_{k}^{S}\right]_{i} /\left[S_{k}\right]_{i i}\right|}=\frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\left[s_{k}\right]_{i}}{\left[r_{k}^{s}\right]_{i}} \leq \frac{\left(1-\kappa_{\mathrm{fb}}\right)\left[s_{k}+n_{k}^{s}\right]_{i}}{\left[r_{k}^{s}\right]_{i}} .
\end{aligned}
$$

Using the definition of $t_{k}^{c s}(\alpha)$ and the previous inequality leads to

$$
\left[-t_{k}^{\mathrm{Cs}}(\alpha)\right]_{i}=\alpha\left[r_{k}^{s}\right]_{i} \leq\left(1-\kappa_{\mathrm{fb}}\right)\left[s_{k}+n_{k}^{s}\right]_{i}
$$

from which we may conclude that $\left[s_{k}+n_{k}^{s}+t_{k}^{C s}(\alpha)\right]_{i} \geq \kappa_{\mathrm{ftt}}\left[s_{k}+n_{k}^{s}\right]_{i}$ for all $i \in$ $\{1, \ldots, M\}$. This proves that $t_{k}^{c s}(\alpha)$ satisfies the constraints of problem (3.18), and completes the proof that $t_{k}^{\mathrm{C}}(\alpha)$ is feasible for problem (3.18) for all $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$.

We now observe that the minimizer $\alpha_{\mathrm{T}}^{\mathrm{c}}$ of (3.18) yields $m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{c}}\right) \equiv m_{k}^{f}\left(n_{k}+\right.$ $\left.t_{k}^{\mathrm{C}}\left(\alpha_{\mathrm{T}}^{\mathrm{C}}\right)\right) \leq m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{C}}(\alpha)\right)$ for all $\alpha \in\left[0, \alpha_{\mathrm{B}}\right]$. We also have from the Cauchy-Schwarz and standard norm inequalities that

$$
\begin{aligned}
\left|r_{k}^{T} G_{k} r_{k}\right| & =\left|\left(\nabla m_{k}^{f}\left(n_{k}\right)+J\left(x_{k}, s_{k}\right)^{T} y_{k}\right)^{T} P_{k}^{2} G_{k} P_{k}^{2}\left(\nabla m_{k}^{f}\left(n_{k}\right)+J\left(x_{k}, s_{k}\right)^{T} y_{k}\right)^{T}\right| \\
& \leq\left(\pi_{k}^{f}\right)^{2}\left\|P_{k} G_{k} P_{k}\right\|_{2}
\end{aligned}
$$

It then follows from [3, Lemma 1] with the quantities

$$
\text { "t":= } \alpha_{\mathrm{B}}, \quad \text { "a" }:=\left|r_{k}^{T} G_{k} r_{k}\right|, \quad \text { "b" }:=\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}>0,
$$

(the strict inequality was shown earlier in this proof) that

$$
\begin{aligned}
& m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{c}}\right) \\
& \geq \frac{" \mathrm{~b} "}{2} \min \left\{\frac{" \mathrm{~b} ", " " \mathrm{t"}\}}{" \mathrm{a} ",}\right\} \\
& \geq \frac{\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}}{2} \min \left\{\frac{\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}}{\left(\pi_{k}^{f}\right)^{2}\left\|P_{k} G_{k} P_{k}\right\|_{2}}, \frac{\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t}}{\pi_{k}^{f}}, \frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}}{\pi_{k}^{f}}\right\} \\
& \geq \frac{\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}}{2 \pi_{k}^{f}} \min \left\{\frac{\nabla m_{k}^{f}\left(n_{k}\right)^{T} r_{k}}{\pi_{k}^{f}\left(1+\left\|P_{k} G_{k} P_{k}\right\|_{2}\right)},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& =\frac{\chi_{k}^{f}}{2} \min \left\{\frac{\chi_{k}^{f}}{\left(1+\left\|P_{k} G_{k} P_{k}\right\|_{2}\right)},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& \geq \frac{\kappa_{\chi}^{2} \pi_{k}^{f}}{2\left(1+\left\|P_{k} G_{k} P_{k}\right\|_{2}\right)} \min \left\{\pi_{k}^{f},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\},
\end{aligned}
$$

where we have used $1+\left\|P_{k} G_{k} P_{k}\right\|_{2} \geq 1$ and $\chi_{k}^{f} \geq \kappa_{\chi} \pi_{k}^{f}$ with $\kappa_{\chi} \in(0,1)$.
The proof for $k \in \mathcal{T} \backslash \mathcal{T}_{\mathcal{D}}$ is similar, but uses $\delta_{k}^{t}=\min \left\{\kappa_{\mathrm{vf}}, \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\text {max }}\right\}$, (3.21) instead of (3.17), (3.22) instead of (3.18), and (by Lemma 3.3(xi)) the fact that $n_{k}=0$ for $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$.

## 4 Convergence of the trust-funnel algorithm for the barrier subproblem

The following assumption is assumed to hold for the remainder of the paper.
Assumption 4.1 The sequence of iterates $\left\{x_{k}\right\}$ is contained in a compact set.
The following is an immediate consequence of Assumptions 1.1 and 4.1.
Lemma 4.1 There exists an upper bound $\kappa_{\mathrm{H}} \geq 1$ for $\left\|g\left(x_{k}\right)\right\|_{2},\left\|c\left(x_{k}\right)\right\|_{2},\left\|J\left(x_{k}\right)\right\|_{2}$, $\left\|\nabla_{x x} f\left(x_{k}\right)\right\|_{2}$, and $\left\|\nabla_{x x} c_{i}\left(x_{k}\right)\right\|_{2}$ for all $k$ and $i \in\{1, \ldots, M\}$.

We now prove that important sequences related to our method are bounded.
Lemma 4.2 There exists a upper bound $\kappa_{\mathrm{ub}} \geq \kappa_{\mathrm{H}}$ for $v_{k},\left\|s_{k}\right\|_{2},\left\|J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}$, $\pi_{k}^{v},\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T}\right\|_{2}, \chi_{k}^{v},\left\|P_{k} G_{k} P_{k}\right\|_{2}$, and $\left\|P_{k} \nabla f\left(x_{k}, s_{k}\right)\right\|_{2}$ for all $k$.

Proof The result is clearly true if the algorithm terminates finitely. Otherwise, it follows from Lemma 3.7 that $v_{k} \leq v_{k}^{\max } \leq v_{0}^{\max }$ for all $k$, which proves that $\left\{v_{k}\right\}$ can be bounded as claimed. Combining this with the triangle inequality yields

$$
\left\|s_{k}\right\|_{2}-\left\|c\left(x_{k}\right)\right\|_{2} \leq\left\|c\left(x_{k}\right)+s_{k}\right\|_{2}=\left\|c\left(x_{k}, s_{k}\right)\right\|_{2} \leq v_{0}^{\max } \text { for all } k
$$

We may deduce from this bound and Lemma 4.1 that $\left\{\left\|s_{k}\right\|_{2}\right\}$ can be bounded as claimed. It then follows from the triangle inequality that

$$
\left\|J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2} \leq\left\|\binom{J\left(x_{k}\right)^{T} c\left(x_{k}, s_{k}\right)}{0}\right\|_{2}+\left\|\binom{0}{c\left(x_{k}, s_{k}\right)}\right\|_{2},
$$

which may then be combined with the Cauchy-Schwarz inequality, Lemma 4.1, and the boundedness of $\left\{v_{k}\right\}$ (already proved ) to conclude that $\left\{\left\|J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}\right\}$ can be bounded as claimed. The boundedness of $\left\{\pi_{k}^{v}\right\}$ follows from that of $\left\{\left\|s_{k}\right\|_{2}\right\}$ and $\left\{\left\|J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}\right\}$. It then follows from the boundedness of $\left\{\left\|s_{k}\right\|_{2}\right\}$ and, by Lemma 4.1, that of $\left\{\left\|J\left(x_{k}\right)\right\|_{2}\right\}$ that $\left\{\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T}\right\|_{2}\right\}$ can be bounded as claimed. This, along with the Cauchy-Schwarz inequality, implies that $\left\{\chi_{k}^{v}\right\}$ can be bounded as claimed. The boundedness of $\left\|P_{k} G_{k} P_{k}\right\|_{2}$ follows from the boundedness of $\left\{\left\|s_{k}\right\|_{2}\right\}$, (3.9), (3.10), Assumptions 1.1 and 4.1, and (3.11). Finally, it follows from Lemma 4.1 and the fact that $P_{k} \nabla f\left(x_{k}, s_{k}\right)=\left(g\left(x_{k}\right),-\mu e\right)$ that $\left\{\left\|P_{k} \nabla f\left(x_{k}, s_{k}\right)\right\|_{2}\right\}$ can be bounded as claimed.

Using Lemma 4.2, we may now improve the Cauchy decrease bounds provided in Lemmas 3.5 and 3.9, as well as the result of Lemma 3.6 by making the leading constants independent of the iteration number.

Lemma 4.3 For all $k$, the following hold:
(i) If $k \in \mathcal{N}$, then $n_{k}^{\mathrm{C}}$ defined by (3.3)-(3.4) is computed and

$$
m_{k}^{v}(0)-m_{k}^{v}\left(n_{k}^{\mathrm{C}}\right) \geq \kappa_{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\}>0
$$

for some constant $\kappa_{\mathrm{cn}} \in(0,1]$ independent of $k$.
(ii) If $k \in \mathcal{T}$, then $t_{k}^{\mathrm{C}}$ defined by (3.17)-(3.18) or (3.21)-(3.22) is computed and

$$
m_{k}^{f}\left(n_{k}\right)-m_{k}^{f}\left(n_{k}+t_{k}^{\mathrm{c}}\right) \geq \kappa_{\mathrm{ct}} \pi_{k}^{f} \min \left\{\pi_{k}^{f},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\}>0
$$

for some constant $\kappa_{\mathrm{ct}} \in(0,1 / 2]$ independent of $k$.
(iii) If $k \in \mathcal{N}$, then, with $n_{k}^{*}$ defined in (3.8) and $\kappa_{\mathrm{cn}} \in(0,1]$ from part (i),

$$
\left\|P_{k}^{-1} n_{k}^{*}\right\|_{2} \geq \kappa_{\mathrm{cn}} \pi_{k}^{v}
$$

Proof The results follow from Lemmas 3.5, 3.9 and 3.6 along with Lemma 4.2.
The next lemma bounds the size of the trial step in different scenarios.

Lemma 4.4 If Algorithm 2 does not terminate during iteration $k$, then

$$
\left\|P_{k}^{-1} d_{k}\right\|_{2} \begin{cases}=\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \delta_{k}^{v} & \text { if } k \notin \mathcal{T} \\ =\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{v}, \delta_{k}^{f}\right\} & \text { if } k \in \mathcal{T}_{0} \\ \leq \delta_{k}^{t} & \text { if } k \in \mathcal{T} \backslash \mathcal{T}_{0}\end{cases}
$$

In particular, for all $k$, we have $\left\|P_{k}^{-1} d_{k}\right\|_{2} \leq \max \left\{\kappa_{\mathrm{v} \delta} \delta_{k}^{v}, \delta_{k}^{v}\right\}$.
Proof Let $k \notin \mathcal{T}$, from which Lemma 3.3(v) implies $t_{k}=0$ and $d_{k}=n_{k}$. If $n_{k}=0$, then the result holds trivially. Conversely, if $n_{k} \neq 0$, then Lemma 3.3(ii) implies that $k \in \mathcal{N}$ and the result follows from (3.5). Now let $k \in \mathcal{T}$, for which we have three cases. First, if $k \in \mathcal{T}_{0}$, then it follows from Lemma 3.3(iv) that $t_{k}=0$ and (3.12) holds. Combining this with $t_{k}=0,(3.5)$, and the fact that $\kappa_{\mathrm{B}} \in(0,1)$ shows that

$$
\left\|P_{k}^{-1} d_{k}\right\|_{2}=\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \min \left\{\kappa_{\mathrm{B}} \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\}, \delta_{k}^{v}\right\} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{v}, \delta_{k}^{f}\right\}
$$

Second, if $k \in \mathcal{T}_{\mathcal{D}} \backslash \mathcal{T}_{0}$, then the result follows from (3.19c) and (3.38). Third, if $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$, then the result follows from (3.23c) and (3.38).

We now bound the differences between the problem functions and their models.
Lemma 4.5 The following hold:
(i) There exists a constant $\kappa_{\mathrm{G}}>0$ independent of $k$ such that

$$
\begin{equation*}
\left|f\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right)-m_{k}^{f}\left(d_{k}\right)\right| \leq \kappa_{\mathrm{G}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2} \quad \text { for all } \quad k . \tag{4.1}
\end{equation*}
$$

(ii) There exists a constant $\kappa_{\mathrm{C}}>0$ independent of $k$ such that

$$
\begin{equation*}
\left|v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right)-m_{k}^{v}\left(d_{k}\right)\right| \leq \kappa_{\mathrm{c}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2} \text { for all } \quad k . \tag{4.2}
\end{equation*}
$$

Proof We first prove part (i). By the triangle inequality, we have

$$
\begin{align*}
& \left|f\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right)-m_{k}^{f}\left(d_{k}\right)\right| \\
& \quad \leq\left|f\left(x_{k}+d_{k}^{x}\right)-f\left(x_{k}\right)-\nabla f\left(x_{k}\right)^{T} d_{k}^{x}-\frac{1}{2} d_{k}^{x T} \nabla_{x x} \mathcal{L}\left(x_{k}, y_{k}^{\mathrm{B}}\right) d_{k}^{x}\right| \\
& \quad+\left|-\mu \sum_{i=1}^{M} \ln \left(\left[s_{k}+d_{k}^{s}\right]_{i}\right)+\mu \sum_{i=1}^{M} \ln \left(\left[s_{k}\right]_{i}\right)+\mu e^{T} S_{k}^{-1} d_{k}^{s}-\frac{1}{2} d_{k}^{s T} D_{k} d_{k}^{s}\right| . \tag{4.3}
\end{align*}
$$

Under Assumptions 1.1 and 4.1, and by (3.10), there exists $\kappa_{\mathrm{GI}}>0$ such that

$$
\begin{equation*}
\left|f\left(x_{k}+d_{k}^{x}\right)-f\left(x_{k}\right)-\nabla f\left(x_{k}\right)^{T} d_{k}^{x}-\frac{1}{2} d_{k}^{x T} \nabla_{x x} \mathcal{L}\left(x_{k}, y_{k}^{\mathrm{B}}\right) d_{k}^{x}\right| \leq \kappa_{\mathrm{G} 1}\left\|d_{k}^{x}\right\|_{2}^{2} \tag{4.4}
\end{equation*}
$$

Moreover, note that for each $i \in\{1, \ldots, M\}$, we have by (3.5) and (3.19b)/(3.23b) that $\left[s_{k}\right]_{i}+\left[d_{k}^{S}\right]_{i} \geq \kappa_{\mathrm{fb}} \kappa_{\mathrm{fbn}}\left[s_{k}\right]_{i}>0$ for all $k$ regardless of whether a tangential step $t_{k}$
was computed. The Mean Value Theorem yields $\ln \left(\left[s_{k}\right]_{i}+\left[d_{k}^{s}\right]_{i}\right)-\ln \left[s_{k}\right]_{i}=\left[d_{k}^{s}\right]_{i} / \xi_{i}$, where $\xi_{i}$ lies between $\left[s_{k}\right]_{i}$ and $\left[s_{k}\right]_{i}+\left[d_{k}^{s}\right]_{i}$. Hence

$$
\begin{aligned}
\left|\ln \left(\left[s_{k}\right]_{i}+\left[d_{k}^{s}\right]_{i}\right)-\ln \left[s_{k}\right]_{i}-\frac{\left[d_{k}^{s}\right]_{i}}{\left[s_{k}\right]_{i}}\right| & \leq \sup _{\xi \in\left[\left[s_{k}\right]_{i}\left[s_{k}\right]_{i}+\left[d_{k}^{s}\right]_{i}\right]}\left|\frac{\left[d_{k}^{s}\right]_{i}}{\xi}-\frac{\left[d_{k}^{s}\right]_{i}}{\left[s_{k}\right]_{i}}\right| \\
& =\frac{\left[s_{k}\right]_{i}}{\left[s_{k}\right]_{i}+\left[d_{k}^{s}\right]_{i}}\left(\frac{\left[d_{k}^{s}\right]_{i}}{\left[s_{k}\right]_{i}}\right)^{2} \leq \frac{1}{\kappa_{\mathrm{fb} t} \kappa_{\mathrm{fbn}}}\left(\frac{\left[d_{k}^{s}\right]_{i}}{\left[s_{k}\right]_{i}}\right)^{2},
\end{aligned}
$$

where in the middle equation we have used the fact that the sup occurs at $\xi=\left[s_{k}\right]_{i}+$ $\left[d_{k}^{s}\right]_{i}$. Hence, by (3.11) and Lemma 4.2, we have that

$$
\begin{align*}
& \left|-\mu \sum_{i=1}^{M} \ln \left(\left[s_{k}+d_{k}^{s}\right]_{i}\right)+\mu \sum_{i=1}^{M} \ln \left(\left[s_{k}\right]_{i}\right)+\mu e^{T} S_{k}^{-1} d_{k}^{s}-\frac{1}{2} d_{k}^{s T} D_{k} d_{k}^{s}\right|  \tag{4.5}\\
& \leq \frac{1}{\kappa_{\mathrm{fb}} \kappa_{\mathrm{fbn}}} d_{k}^{s T}\left(\mu S_{k}^{-2}\right) d_{k}^{s}+\frac{1}{2}\left|d_{k}^{s T} D_{k} d_{k}^{s}\right| \leq \kappa_{\mathrm{G} 2}\left\|S_{k}^{-1} d_{k}^{s}\right\|_{2}^{2},
\end{align*}
$$

where $\kappa_{\mathrm{G} 2}=\mu / \kappa_{\mathrm{fb} 1} \kappa_{\mathrm{fbn}}+\frac{1}{2} \kappa_{\mathrm{ub}}^{2} \kappa_{\mathrm{D}}>0$. The result now follows from (4.3)- (4.5) and Lemma 4.4 with $\kappa_{\mathrm{G}}:=\kappa_{\mathrm{G} 1}+\kappa_{\mathrm{G} 2}$.

We now prove part (ii). By Lemma 4.1, Taylor's expansion theorem yields
$c\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right)=c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d_{k}+w_{k}$ where $\left[w_{k}\right]_{i}=\frac{1}{2} d_{k}^{x T} \nabla_{x x} c_{i}\left(\xi_{i k}\right) d_{k}^{x}$
for some scalars $\xi_{i k} \in\left[x_{k}, x_{k}+d_{k}^{x}\right]$. As a consequence, we obtain with the triangle inequality that there exists a constant $\kappa_{\mathrm{C}}>0$ so that

$$
\begin{aligned}
\left|v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right)-m_{k}^{v}\left(d_{k}\right)\right| & =\left|\left\|c\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right)\right\|_{2}-\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d_{k}\right\|_{2}\right| \\
& \leq\left\|w_{k}\right\|_{2} \leq \kappa_{\mathrm{C}}\left\|d_{k}^{x}\right\|_{2}^{2} \leq \kappa_{\mathrm{C}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2},
\end{aligned}
$$

where we have used Lemma 4.1 and the Cauchy-Schwarz inequality.
We now prove an important fact about $v$-iterations; namely, if $k \in \mathcal{V}$ and one of the trust region radii or funnel radius is sufficiently small, then $k \in \mathcal{D}$.

Lemma 4.6 If $k \in \mathcal{V}$ and

$$
\begin{equation*}
\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\} \leq \frac{\left(1-\kappa_{\mathrm{t}}\right)}{\kappa_{\mathrm{c}} \kappa_{\mathrm{v}}}=: \kappa_{\mathcal{V}} \tag{4.6}
\end{equation*}
$$

then $k \in \mathcal{D}$.
Proof For a proof by contradiction, suppose that (4.6) holds while $k \in \mathcal{V} \backslash \mathcal{D}$. We show that all of the conditions of an $f$-iteration are satisfied, implying that $k \in \mathcal{F}$, contradicting the supposition that $k \in \mathcal{V}$.

Since $k \notin \mathcal{D}$, we have from Lemma 3.3(viii) that $k \in \mathcal{T} \backslash \mathcal{I}_{\mathcal{D}}$ and (3.23) holds. Then, since $\mathcal{T}_{0} \subseteq \mathcal{T}_{\mathcal{D}}$, it follows that $k \in \mathcal{T} \backslash \mathcal{T}_{0}$, so by Lemma 3.3(iv) we have $t_{k} \neq 0$.

Moreover, $k \in \mathcal{T} \backslash \mathcal{T}_{0}$ implies by Lemma 4.4 that $\left\|P_{k}^{-1} d_{k}\right\|_{2} \leq \delta_{k}^{t}$, which along with the fact that $k \in \mathcal{T} \backslash \mathcal{T}_{\mathcal{D}}$ and (3.38) implies

$$
\begin{equation*}
\left\|P_{k}^{-1} d_{k}\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\} \leq \kappa_{\mathrm{v}} v_{k}^{\max } \tag{4.7}
\end{equation*}
$$

Thus, with (4.2), the triangle inequality, (3.23d), (4.7), and (4.6), we have

$$
\begin{aligned}
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right) & \leq \kappa_{\mathrm{tt}} v_{k}^{\max }+\kappa_{\mathrm{C}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2} \\
& \leq \kappa_{\mathrm{tt}} v_{k}^{\max }+\kappa_{\mathrm{C}} \kappa_{\mathrm{v}} v_{k}^{\max } \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\} \leq v_{k}^{\max }
\end{aligned}
$$

so (2.11) holds. We also have from Lemma 3.3(xi) that $n_{k}=0$, so (2.10) holds. Thus, all of the conditions of an $f$-iteration are satisfied, so the result follows.

The preceding lemmas have the following useful consequence.
Lemma 4.7 There exists a constant $\kappa_{\mathrm{n} \Delta 2} \in(0,1]$ such that if $k \in \mathcal{V}$ and

$$
\begin{equation*}
\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \leq \min \left\{1, \kappa_{\mathcal{V}}, \kappa_{\mathrm{n} \Delta 2} \pi_{k}^{v}\right\} \tag{4.8}
\end{equation*}
$$

then $k \in \mathcal{N} \cap \mathcal{D}$.
Proof We first note that, by Lemma 4.2, we have $\chi_{k}^{v} \leq \kappa_{\text {ub }}$ for all $k$. Then, with

$$
\begin{equation*}
\kappa_{\mathrm{n} \Delta 2}:=\min \left\{1, \frac{\kappa_{\mathrm{v}}}{\kappa_{\mathrm{ub}}}\right\} \in(0,1], \tag{4.9}
\end{equation*}
$$

we have with Lemma 3.7 that

$$
\begin{equation*}
\kappa_{\mathrm{n} \Delta 2} \pi_{k}^{v}=\kappa_{\mathrm{n} \Delta 2} \chi_{k}^{v} v_{k} \leq \kappa_{\mathrm{n} \Delta 2} \kappa_{\mathrm{ub}} v_{k} \leq \kappa_{\mathrm{v}} v_{k} \leq \kappa_{\mathrm{v}} v_{k}^{\max } \tag{4.10}
\end{equation*}
$$

Let $k \in \mathcal{V}$ and (4.8) hold. Then, along with (4.10) we have that

$$
\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\max }\right\}=\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \leq \kappa_{\mathcal{V}} .
$$

Then, by Lemma 4.6, we have $k \in \mathcal{D}$ (as desired), so $k \in \mathcal{V} \cap \mathcal{D}$. Now, in order to derive a contradiction to the claim that $k \in \mathcal{N}$, suppose that $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{N}$. Since $k \notin \mathcal{N}$, we have from Lemma 3.3(ii) that $n_{k}=0$, so (2.10) holds. Then, since $k \in \mathcal{V}$, we must have $t_{k} \neq 0$ (since otherwise Lemma 3.3(vi) would imply that $k \in \mathcal{Y}$, which is a contradiction). Thus, we have that $k \in \mathcal{T} \backslash \mathcal{I}_{0}$. At the same time, $k \notin \mathcal{N}$ implies that (3.2) does not hold, so $v_{k}<\kappa_{\mathrm{vv}} v_{k}^{\max }<\kappa_{\mathrm{tt}} v_{k}^{\max }$. This bound, (4.2), the triangle inequality, (3.19d), the fact that $n_{k}=0$, Lemma 3.7, the fact that $k \in \mathcal{T} \backslash \mathcal{T}_{0}$, Lemma 4.4, (3.38), (4.10) and (4.8) imply

$$
\begin{aligned}
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right) & \leq\left|m_{k}^{v}\left(d_{k}\right)\right|+\kappa_{\mathrm{C}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2} \\
& \leq\left|m_{k}^{v}(0)\right|+\kappa_{\mathrm{C}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2} \\
& <\kappa_{\mathrm{tt}} v_{k}^{\max }+\kappa_{\mathrm{C}}\left(\min \left\{\kappa_{\mathrm{vv}} \delta_{k}^{v}, \delta_{k}^{f}\right\}\right)^{2} \\
& \leq \kappa_{\mathrm{tt}} v_{k}^{\max }+\kappa_{\mathrm{C}} \kappa_{\mathrm{v}} v_{k}^{\max } \min \left\{\kappa_{\mathrm{vi}} \delta_{k}^{v}, \delta_{k}^{f}\right\},
\end{aligned}
$$

which, when combined with (4.8) and (4.6), yields

$$
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right) \leq \kappa_{\mathrm{tt}} v_{k}^{\max }+\left(1-\kappa_{\mathrm{tt}}\right) v_{k}^{\max }=v_{k}^{\max }
$$

so that (2.11) holds. Combining this with the facts that $t_{k} \neq 0$ and (2.10) hold shows that $k \in \mathcal{F}$, which is a contradiction. Thus, we conclude that $k \in \mathcal{N}$.

We now prove that, in certain situations, a sufficiently small trust region radius is guaranteed to lead to a successful iteration.

## Lemma 4.8 The following hold:

(i) If $k \in \mathcal{F}$ and

$$
\delta_{k}^{t} \leq \min \left\{\frac{\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}}{1-\kappa_{\mathrm{B}}}, \frac{\pi_{k}^{f}}{1-\kappa_{\mathrm{B}}}, \frac{\kappa_{\delta} \kappa_{\mathrm{ct}}\left(1-\kappa_{\mathrm{B}}\right)\left(1-\eta_{2}\right) \pi_{k}^{f}}{\kappa_{\mathrm{G}}}\right\}=: \min \left\{\kappa_{\Delta \mathrm{fl}}, \kappa_{\Delta \mathrm{r} 2} \pi_{k}^{f}\right\}
$$

then $\rho_{k}^{f} \geq \eta_{2}, k \in \mathcal{S}_{f}$, and $\delta_{k+1}^{f} \geq \delta_{k}^{f}$.
(ii) If $k \in \mathcal{V}$ and

$$
\begin{aligned}
\delta_{k}^{v} & \leq \min \left\{\frac{1}{\kappa_{\mathrm{vf}}}, \frac{\kappa_{\nu}}{\kappa_{\mathrm{vf}}}, \frac{\kappa_{\mathrm{n} \Delta 2} \pi_{k}^{v}}{\max \left\{\kappa_{\mathrm{vf}}, 1\right\}}, 1-\kappa_{\mathrm{fbn}}, \frac{\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v}\left(1-\eta_{2}\right)}{\kappa_{\mathrm{C}}\left(\max \left\{\kappa_{\mathrm{vf}}, 1\right\}\right)^{2}}\right\} \\
& =: \min \left\{\kappa_{\Delta \mathrm{cl}}, \kappa_{\Delta \mathrm{c} 2} \pi_{k}^{v}, \kappa_{\Delta \mathrm{c} 3}^{v} \chi_{k}^{v}\right\},
\end{aligned}
$$

then $k \in \mathcal{N} \cap \mathcal{D} \cap \mathcal{S}_{v}, \rho_{k}^{v} \geq \eta_{2}$, and $\delta_{k+1}^{v} \geq \delta_{k}^{v}$.
Proof For part (i), the proof that $\rho_{k}^{f} \geq \eta_{2}$, which implies that $k \in \mathcal{S}_{f}$, is the same as for [5, Theorem 6.4.2] and uses (2.12), (2.10) (which holds since $k \in \mathcal{F}$ ), (3.19a)/(3.23a), Lemma 4.3(ii), the assumed upper bound on $\delta_{k}^{t}$, (4.1), $t_{k} \neq 0$, and Lemma 4.4. The fact that $\delta_{k+1}^{f} \geq \delta_{k}^{f}$ then follows from (3.27) and (3.29).

To prove part (ii), we first observe from the assumed upper bound on $\delta_{k}^{v}$ that $\pi_{k}^{v}>0$ and $\chi_{k}^{v}>0$ since $\delta_{k}^{v}>0$ by construction in the algorithm. Moreover, the assumed upper bound on $\delta_{k}^{v}$ and Lemma 4.7 imply that $k \in \mathcal{N} \cap \mathcal{D}$. We now conclude from Lemma 3.3(ix) that (2.15) holds. Thus, using (4.2), Lemma 4.4, (2.15), (3.6), and Lemma 4.3(i), we have

$$
\begin{aligned}
\left|\rho_{k}^{v}-1\right| & =\left|\frac{v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right)-m_{k}^{v}\left(d_{k}\right)}{\Delta m_{k}^{v, d}}\right| \\
& \leq\left|\frac{\kappa_{\mathrm{C}}\left(\max \left\{\kappa_{\mathrm{vf}}, 1\right\} \delta_{k}^{v}\right)^{2}}{\kappa_{\mathrm{cd}} \Delta m_{k}^{v, n}}\right| \leq \frac{\kappa_{\mathrm{C}}\left(\max \left\{\kappa_{\mathrm{vf}}, 1\right\} \delta_{k}^{v}\right)^{2}}{\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\}} .
\end{aligned}
$$

In fact, we have from the assumed upper bound on $\delta_{k}^{v}$ and $\kappa_{\mathrm{n} \Delta 2} \in(0,1]$ that $\delta_{k}^{v}=$ $\min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\text {fon }}\right\}$, so that

$$
\left|\rho_{k}^{v}-1\right| \leq \frac{\kappa_{\mathrm{C}}\left(\max \left\{\kappa_{\mathrm{vf}}, 1\right\}\right)^{2} \delta_{k}^{v}}{\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v}} \leq 1-\eta_{2}
$$

Thus, $\rho_{k}^{v} \geq \eta_{2} \geq \eta_{1}$, which means that $k \in \mathcal{S}_{v}$ and, by (3.34), that $\delta_{k+1}^{v} \geq \delta_{k}^{v}$.
We now give a lower bound on the trust-region radii when the criticality measures $\pi_{k}^{f}$ and $\min \left\{v_{k}, \chi_{k}^{v}\right\}$ are bounded away from zero on $f$ - or $v$-iterations.

Lemma 4.9 If there exists a constant $\epsilon_{f}>0$ such that

$$
\begin{equation*}
\pi_{k}^{f} \geq \epsilon_{f} \text { for all } k \in \mathcal{F} \tag{4.11}
\end{equation*}
$$

then, for some constant $\epsilon_{\mathcal{F}}>0$, we have

$$
\begin{equation*}
\delta_{k}^{f} \geq \epsilon_{\mathcal{F}} \text { for all } k \tag{4.12}
\end{equation*}
$$

Proof The statement follows from Lemma 4.8(i), (3.38), $\mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{T}_{0}$, and the fact that $\delta_{k+1}^{f} \leftarrow \delta_{k}^{f}$ for $k \notin \mathcal{F}$.

Lemma 4.10 If there exists a constant $\epsilon_{\theta}>0$ such that

$$
\begin{equation*}
\min \left\{v_{k}, \chi_{k}^{v}\right\} \geq \epsilon_{\theta} \text { for all } k \in \mathcal{V} \tag{4.13}
\end{equation*}
$$

then

$$
\begin{equation*}
\delta_{k}^{v} \geq \gamma_{1} \min \left\{\delta_{0}^{v}, \kappa_{\Delta c 1}, \kappa_{\Delta c 2} \epsilon_{\theta}^{2}, \kappa_{\Delta c 3} \epsilon_{\theta}\right\}=: \epsilon_{\mathcal{C}} \text { for all } k \tag{4.14}
\end{equation*}
$$

Proof With $\gamma_{1} \in(0,1)$ defined for $(3.29)$, we prove by induction that, for all $k$,

$$
\begin{equation*}
\delta_{k}^{v} \geq \gamma_{1} \min \left\{\delta_{0}^{v}, \kappa_{\Delta \mathrm{cl}}, \kappa_{\Delta \mathrm{c} 2}\left[\min _{j \in\{0, \ldots, k\} \cap \mathcal{V}} \pi_{j}^{v}\right], \kappa_{\Delta \mathrm{c} 3}\left[\min _{j \in\{0, \ldots, k\} \cap \mathcal{V}} \chi_{j}^{v}\right]\right\} . \tag{4.15}
\end{equation*}
$$

This inequality holds trivially for $k=0$, so supposing that it holds for iteration $k$, we prove that it holds for iteration $k+1$. Observe that $\delta_{k}^{v}$ cannot be decreased if Step 13 is reached; hence, we may ignore this safeguard throughout this proof.

First, suppose that $k \in \mathcal{Y} \cup\left(\mathcal{F} \backslash \mathcal{S}_{f}\right)$. Since $\delta_{k+1}^{v} \leftarrow \delta_{k}^{v}$ and $\left(x_{k+1}, s_{k+1}\right) \leftarrow$ ( $x_{k}, s_{k}$ ) for such iterations, we conclude that (4.15) holds at iteration $k+1$. Second, if $k \in \mathcal{S}_{f} \cup \mathcal{S}_{v}$, then the fact that $\delta_{k+1}^{v} \geq \delta_{k}^{v}$ ensures that (4.15) holds at iteration $k+1$. Finally, suppose that $k \in \mathcal{V} \backslash \mathcal{S}_{v}$. In this case, Lemma 4.8(ii) implies that $\delta_{k}^{v}>\min \left\{\kappa_{\Delta c 1}, \kappa_{\Delta c 2} \pi_{k}^{v}, \kappa_{\Delta c 3} \chi_{k}^{v}\right\}$. This may then be combined with (3.36) to deduce that $\delta_{k+1}^{v} \geq \gamma_{1} \min \left\{\kappa_{\Delta \mathrm{cl}}, \kappa_{\Delta \mathrm{c} 2} \pi_{k}^{v}, \kappa_{\Delta \mathrm{c} 3} \chi_{k}^{v}\right\}$ so that (4.15) holds at iteration $k+1$. The bound (4.14) then follows from (4.15), (4.13), (3.1), Lemma 4.2, and the observation that $\delta_{k}^{v}$ is not decreased for $k \in \mathcal{Y} \cup \mathcal{F}$.

We now give our first main result, which states that if there are finitely many successful iterations, then Algorithm 2 terminates finitely.

Theorem 4.11 If $|\mathcal{S}|<\infty$, then Algorithm 2 terminates finitely.
Proof To derive a contradiction, suppose that Algorithm 2 does not terminate finitely. It then follows from the fact that $|\mathcal{S}|<\infty$, (3.24), (3.29), (3.30), and (3.36) that for some $x_{*} \in \mathbb{R}^{N}, s_{*} \in \mathbb{R}^{M}$, and $\left\{v_{*}, v_{*}^{\max }, \pi_{*}^{v}, \chi_{*}^{v}\right\} \subset \mathbb{R}$ there exists an integer $k_{s}$ such that, for all $k \geq k_{s}$, Step 13 is not reached,

$$
\begin{equation*}
\left(x_{k}, s_{k}, v_{k}, v_{k}^{\max }, \pi_{k}^{v}, \chi_{k}^{v}\right)=\left(x_{*}, s_{*}, v_{*}, v_{*}^{\max }, \pi_{*}^{v}, \chi_{*}^{v}\right), \quad \text { and } k \notin \mathcal{S} . \tag{4.16}
\end{equation*}
$$

Also, $v_{*}^{\max }>0$ while the fact that $|\mathcal{S}|<\infty$ and Lemma 3.4 ensure that $s_{*}>0$.
First, we prove that $|\mathcal{V}|<\infty$. In order to derive a contradiction, suppose that $|\mathcal{V}|=\infty$. Then, by (4.16) (in particular, the fact that $k \notin \mathcal{S}$ for $k \geq k_{s}$ ), it follows that (3.36) sets $\delta_{k+1}^{v} \leq \gamma_{2} \delta_{k}^{v}$ for all $k \in \mathcal{V}$ with $k \geq k_{s}$. Combining this with the fact that (3.24) and (3.29) set $\delta_{k+1}^{v} \leftarrow \delta_{k}^{v}$ for all $k \in \mathcal{Y} \cup \mathcal{F}$ with $k \geq k_{s}$, it follows that $\left\{\delta_{k}^{v}\right\} \rightarrow 0$. We also have from Lemma 4.8(ii) and the facts that $|\mathcal{V}|=\infty$ and $|\mathcal{S}|<\infty$ that we must have $0=\lim _{k \in \mathcal{V}} \min \left\{\pi_{k}^{v}, \chi_{k}^{v}\right\}=\lim _{k \in \mathcal{V}} \min \left\{\chi_{k}^{v} v_{k}, \chi_{k}^{v}\right\}=\min \left\{\chi_{*}^{v} v_{*}, \chi_{*}^{v}\right\}$. If $v_{*}>0$, then this implies that $\chi_{*}^{v}=0$. However, this implies that for $k=k_{s}$ the algorithm would terminate finitely in Step 9, which contradicts the supposition of the proof. Thus, we must have that $v_{*}=0$. Since $v_{*}=0$, it follows from the conditions of Step 10 that $n_{k}=0$ for all $k \geq k_{s}$. This implies that (3.12) will be satisfied for all $k \geq k_{s}$, which in turn implies by Step 18 of the algorithm that $y_{k}, r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ will be computed to satisfy (3.15a), (3.15b), or (3.15c). If (3.15a) were to hold, then the algorithm would terminate finitely, which is a contradiction. Thus, we know that (3.15a) does not hold for all $k \geq k_{s}$, which combined with the fact that $v_{*}=0$ implies that $\pi_{k}^{f}>\epsilon_{\pi}>0$ for all $k \geq k_{s}$. It follows from this fact, Lemma 4.8(i), (3.38), and $\left\{\delta_{k}^{v}\right\} \rightarrow 0$ that if $|\mathcal{F}|=\infty$ (recall $\mathcal{F} \subseteq \mathcal{T}$ ), then we would have $\left\{\delta_{k}^{t}\right\}_{k \in \mathcal{F}} \rightarrow 0$ and an infinite number of successful $f$-iterations. However, since this violates the fact that $|\mathcal{S}|<\infty$, it follows at this point that we must have $|\mathcal{F}|<\infty$. Next, it follows from the facts that $v_{*}=0$ and $\left\{\delta_{k}^{v}\right\} \rightarrow 0$, the last conclusion in Lemma 4.4, and (4.16) (specifically, that $v_{*}^{\max }>0$ ) that (2.11) will be satisfied for all sufficiently large $k$. We may also deduce from the fact that $n_{k}=0$ for all $k \geq k_{s}$ that (2.10) holds for all $k \geq k_{s}$. Since we have shown that $|\mathcal{F}|<\infty$ and that both (2.10) and (2.11) hold for sufficiently large $k$, we may conclude that $t_{k}=0$ for all sufficiently large $k$. Therefore, since we have shown that $n_{k}=t_{k}=0$ for all sufficiently large $k$, we have from Lemma 3.3(vi) that $k \in \mathcal{Y}$ for all sufficiently large $k$, which combined with Lemma 3.3(vii) implies that $\left\{\pi_{k}^{f}\right\} \rightarrow 0$. However, this contradicts our earlier conclusion that $\pi_{k}^{f} \geq \epsilon_{\pi}>0$ for all $k \geq k_{s}$. Overall, we have contradicted the supposition that $|\mathcal{V}|=\infty$.

Next, suppose that $|\mathcal{F}|<\infty$. Combining this with the fact that $|\mathcal{V}|<\infty$ ensures that $k \in \mathcal{Y}$ for all sufficiently large $k$. It follows from this fact and Lemma 3.3(vii) that $\left\{\pi_{k}^{f}\right\} \rightarrow 0$, and that $y_{k}, r_{k}, \pi_{k}^{f}$, and $\chi_{k}^{f}$ will be computed to satisfy (3.15a), (3.15b), or $(3.15 \mathrm{c})$ for all sufficiently large $k$. During the computation of these quantities, (3.15a) can never be satisfied, since in that case the algorithm would terminate finitely, which contradicts the supposition of the proof. Hence, since (3.15a) is never satisfied and
$\left\{\pi_{k}^{f}\right\} \rightarrow 0$, we may deduce that $v_{*}>\epsilon_{v}>0$. It then follows that $\chi_{*}^{v}>0$ (and from (3.1) that $\pi_{*}^{v}>0$ ), or else for $k=k_{s}$ the algorithm would terminate in Step 9 , which is a contradiction. Thus, $\min \left\{\chi_{*}^{v}, \pi_{*}^{v}, v_{*}\right\}>0$, which with (4.16), the fact that $\left\{\pi_{k}^{f}\right\} \rightarrow 0$, and (3.2) implies that $k \in \mathcal{N}$ for all sufficiently large $k$. Thus, by Lemma 3.3(i), we have $n_{k} \neq 0$, which by Lemma 3.3(vi) contradicts our earlier conclusion that $k \in \mathcal{Y}$. Overall, we have proven that we cannot have $|\mathcal{F}|<\infty$, so we must have $|\mathcal{F}|=\infty$.

Since $|\mathcal{F}|=\infty,|\mathcal{V}|<\infty$, and $|\mathcal{S}|<\infty$, we know from (3.24) and (3.29) that $\left\{\delta_{k}^{f}\right\} \rightarrow 0$, which when combined with (3.38), the fact that $\mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{I}_{0}$, and Lemma 4.8(i) implies that $\left\{\pi_{k}^{f}\right\}_{k \in \mathcal{F}} \rightarrow 0$. Since (3.15a), (3.15b), or (3.15c) holds for $k \in \mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{T}_{0}$, and since the algorithm does not terminate finitely, we know that (3.15a) must not hold for all $k \in \mathcal{F}$. Combining this with the fact that $\left\{\pi_{k}^{f}\right\}_{k \in \mathcal{F}} \rightarrow$ 0 implies that $v_{k}>\epsilon_{v}$ for all sufficiently large $k \in \mathcal{F}$. Hence, since $|\mathcal{F}|=\infty$, it follows from (4.16) that $v_{*}>\epsilon_{v}>0$. We then must conclude that $\min \left\{v_{*}, \chi_{*}^{v}\right\}>0$, or else for $k=k_{s}$ the algorithm would terminate finitely in Step 9 , which is a contradiction. Also, from $\chi_{*}^{v}>0$ and (3.1), it follows that $\pi_{*}^{v}>0$. Since $\left\{\pi_{k}^{f}\right\}_{k \in \mathcal{F}} \rightarrow 0$, it follows that (3.15b) will be satisfied for all sufficiently large $k \in \mathcal{F}$, which implies that $t_{k}=0$ and thus $k \notin \mathcal{F}$, which once again is a contradiction.

Overall, in all cases, we have reached contradictions of our supposition that Algorithm 2 does not terminate finitely, so the result is proved.

We now bound the constraint violation following a successful $v$-iteration.
Lemma 4.12 There are constants $\left\{\kappa_{v \pi 1}, \kappa_{v \pi 2}, \kappa_{v \pi 3}\right\} \subset(0, \infty)$ so that if $k \in \mathcal{S}_{v}$, then

$$
\begin{gather*}
v_{k+1} \leq v_{k}-\chi_{k}^{v} \min \left\{\kappa_{v \pi 1}, \kappa_{v \pi 2} \pi_{k}^{v}, \kappa_{v \pi 3} \delta_{k}^{v}\right\}, \quad \text { and }  \tag{4.17a}\\
v_{k+1}^{\max } \leq \max \left\{\kappa_{\mathrm{t} 1} v_{k}^{\max }, v_{k}-\left(1-\kappa_{\mathrm{t} 2}\right) \chi_{k}^{v} \min \left\{\kappa_{v \pi 1}, \kappa_{v \pi 2} \pi_{k}^{v}, \kappa_{v \pi 3} \delta_{k}^{v}\right\}\right\}, \tag{4.17b}
\end{gather*}
$$

while (3.20) does not hold.
Proof Let $k \in \mathcal{S}_{v}$, which by the definition of $\mathcal{S}_{v}$ means that (2.15) holds. In particular, we have $n_{k} \neq 0$. Combining this fact with Lemma 3.3(ii) means that $k \in \mathcal{S}_{v} \cap \mathcal{N}$. It follows from this fact, (3.32), (2.13), (2.15), (3.6), and Lemma 4.3(i) that
$v_{k+1} \leq v_{k}-\eta_{1} \Delta m_{k}^{v, d} \leq v_{k}-\eta_{1} \kappa_{\mathrm{cd}} \Delta m_{k}^{v, n} \leq v_{k}-\eta_{1} \kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\} ;$
i.e., there exist $\left\{\kappa_{v \pi 1}, \kappa_{v \pi 2}, \kappa_{v \pi 3}\right\} \subset(0, \infty)$ such that (4.17a) holds. Combining this with (3.35) yields (4.17b). Note that (4.17a) and Lemma 3.7 imply (2.11) holds.

We now prove that (3.20) does not hold. To reach a contradiction, suppose that (3.20) holds, which immediately implies that $t_{k} \neq 0$. Lemma 3.3(iv) then implies that $k \in$ $\mathcal{T} \backslash \mathcal{I}_{0}$, which combined with the fact that (3.20) is assumed to hold shows that (2.10) holds. Thus all the conditions of an $f$-iteration are satisfied so that $k \in \mathcal{F}$, which, since $\mathcal{V} \cap \mathcal{F}=\emptyset$, contradicts the fact that $k \in \mathcal{S}_{v} \subseteq \mathcal{V}$.

We now show that, if there are infinitely many iterations, then the $v$-criticality measure $\min \left\{v_{k}, \chi_{k}^{v}\right\}$ converges to zero, at least along a subsequence of iterates.

Lemma 4.13 If Algorithm 2 does not terminate finitely, then

$$
0= \begin{cases}\liminf _{k \in \mathcal{S}_{v}} \min \left\{v_{k}, \chi_{k}^{v}\right\} & \text { if } \quad\left|\mathcal{S}_{v}\right|=\infty,  \tag{4.18}\\ \liminf _{k \in \mathcal{S}_{f}} \min \left\{v_{k}, \chi_{k}^{v}\right\} & \text { if } \quad\left|\mathcal{S}_{v}\right|<\infty\end{cases}
$$

Proof We proceed by considering the two cases distinguished in (4.18).
Case 1: Suppose that $\left|\mathcal{S}_{v}\right|=\infty$. We first recall that, with Lemma 3.7, we have that $\left\{v_{k}^{\max }\right\}$ is monotonically decreasing and bounded below by zero. We now proceed by considering the consequences of the update (3.35), which is applied for all $k \in \mathcal{S}_{v}$. Since $\left|\mathcal{S}_{v}\right|=\infty$, if (3.35) sets $v_{k+1}^{\text {max }} \leq \kappa_{\mathrm{t} 1} v_{k}^{\text {max }}$ infinitely often, then $\left\{v_{k}^{\text {max }}\right\} \rightarrow 0$, which implies by Lemma 3.7 that $\left\{v_{k}\right\} \rightarrow 0$, yielding the desired limit in (4.18). Otherwise, if the update (3.35) sets $v_{k+1}^{\max }>\kappa_{\mathrm{tl}} v_{k}^{\max }$ for all sufficiently large $k \in \mathcal{S}_{v}$, then by Lemmas 4.12 and 3.7 we have for sufficiently large $k \in \mathcal{S}_{v}$ that

$$
\begin{equation*}
v_{k+1}^{\max } \leq v_{k}^{\max }-\left(1-\kappa_{12}\right) \chi_{k}^{v} \min \left\{\kappa_{v \pi 1}, \kappa_{v \pi 2} \pi_{k}^{v}, \kappa_{v \pi 3} \delta_{k}^{v}\right\} \tag{4.19}
\end{equation*}
$$

If there is a subsequence of $\mathcal{S}_{v}$ along which $\left\{\chi_{k}^{v}\right\}$ converges to zero, then the first limit of (4.18) follows. Let us suppose, therefore, that $\left\{\chi_{k}^{v}\right\}_{k \in \mathcal{S}_{v}}$ is bounded away from zero. Then, the fact that $\left\{v_{k}^{\text {max }}\right\}$ is monotonically decreasing and bounded below implies that $\left\{v_{k}^{\max }-v_{k+1}^{\max }\right\} \rightarrow 0$, and hence (4.19) gives that

$$
\begin{equation*}
\left\{\min \left\{\pi_{k}^{v}, \delta_{k}^{v}\right\}\right\}_{k \in \mathcal{S}_{v}} \rightarrow 0 \tag{4.20}
\end{equation*}
$$

We now consider two subcases with the goal of showing that there exists a subsequence of $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{S}_{v}}$ that vanishes. First, suppose that $\left|\mathcal{S}_{f}\right|<\infty$ and let $k_{0}$ be the last index in the (ordered) set $\mathcal{S}_{f}$. Thus, for $k>k_{0}$, the inclusion $k \in \mathcal{S}$ implies $k \in \mathcal{S}_{v}$. As a consequence, for $k>k_{0}$, we have by (3.24) and (3.29) that the normal step trust region radius is only increased when $k \in \mathcal{S}_{v}$ and only decreased when $k \in \mathcal{V} \backslash \mathcal{S}_{v}$. (Here, since $\left|\mathcal{S}_{f}\right|<\infty$ and by the procedure for updating $\mathcal{S}_{f}-£ 1$ ag, we may assume without loss of generality that Step 13 is not reached $k>k_{0}$ ). If $\left|\mathcal{V} \backslash \mathcal{S}_{v}\right|<\infty$, then $\delta_{k}^{v}$ is bounded away from zero due to (3.24), (3.29), and (3.34), from which (4.20) implies $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{S}_{v}} \rightarrow 0$. On the other hand, if $\left|\mathcal{V} \backslash \mathcal{S}_{v}\right|=\infty$, then, since $\left|\mathcal{S}_{v}\right|=\infty$, we may define the infinite set $\mathcal{K}_{0}$ whose elements are the indices of the first successful $v$-iterations following a set of iterations that includes elements of $\mathcal{V}$ but not $\mathcal{S}_{v}$. Consider an arbitrary $k \in \mathcal{K}_{0} \subseteq \mathcal{S}_{v}$ with $k \geq k_{0}$ and define $k_{u}(k) \in \mathcal{V} \backslash \mathcal{S}_{v}$ to be the index of the last unsuccessful $v$-iteration before iteration $k$. (By convention, let $k_{u}(k)=k_{0}$ if $\left(\mathcal{V} \backslash \mathcal{S}_{v}\right) \cap\left\{k \mid k \geq k_{0}\right\}=\emptyset$.) Note that, by construction, $\delta_{k}^{v}$ is not modified between iterations $k_{u}(k)+1$ and $k$ (as these must correspond to $y$-iterations or unsuccessful $f$ iterations), which implies that $\delta_{k_{u}(k)+1}^{v}=\delta_{k}^{v}$. Moreover, the primal and slack variables are not modified between iterations $k_{u}(k)$ and $k$ and thus $\pi_{k_{u}(k)}^{v}=\pi_{k}^{v}$ and $\chi_{k_{u}(k)}^{v}=\chi_{k}^{v}$. These observations, (3.36) and Lemma 4.8(ii) imply that, for $k \in \mathcal{K}_{0} \subseteq \mathcal{S}_{v}$ sufficiently large,

$$
\begin{align*}
\delta_{k}^{v} & =\delta_{k_{u}(k)+1}^{v} \geq \gamma_{1} \delta_{k_{u}(k)}^{v}  \tag{4.21}\\
& \geq \gamma_{1} \min \left\{\kappa_{\Delta c 1}, \kappa_{\Delta c 2} \pi_{k_{u}(k)}^{v}, \kappa_{\Delta c 3} \chi_{k_{u}(k)}^{v}\right\}=\gamma_{1} \min \left\{\kappa_{\Delta c 1}, \kappa_{\Delta c 2} \pi_{k}^{v}, \kappa_{\Delta c 3} \chi_{k}^{v}\right\} .
\end{align*}
$$

Now, to reach a contradiction to (4.20), suppose that there exists a subsequence $\mathcal{K}_{1} \subseteq$ $\mathcal{K}_{0}$ such that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{1}}$ is bounded away from zero. Combining this with (4.21) and the fact that $\left\{\chi_{k}^{v}\right\}_{k \in \mathcal{S}_{v}}$ is assumed to be bounded away from zero (which led to (4.20)) shows that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{1}}$ is bounded away from zero. This contradicts (4.20) since $\mathcal{K}_{1} \subseteq \mathcal{K}_{0} \subseteq \mathcal{S}_{v}$. Thus, we conclude that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{0}} \rightarrow 0$. As a consequence, we deduce that, in this first subcase where $\left|\mathcal{S}_{f}\right|<\infty$, there always exists an infinite subsequence ( $\mathcal{S}_{v}$ or $\mathcal{K}_{0}$ ) of $\mathcal{S}_{v}$ along which $\left\{\pi_{k}^{v}\right\}$ converges to zero.

Consider next the subcase where $\left|\mathcal{S}_{f}\right|=\infty$, which means that successful $f$ - and $v$-iterations interlace infinitely often. In this subcase, letting $\mathcal{K}_{1}$ denote the infinite set whose elements are the indices of the first successful $v$-iterations following a set of iterations that includes elements of $\mathcal{S}_{f}$ but not $\mathcal{S}_{v}$, we may define for any $k \in \mathcal{K}_{1} \subseteq \mathcal{S}_{v}$ the index $k_{p}(k)$ representing the last successful $f$-iteration prior to iteration $k$. With this definition, it follows that any iteration between $k_{p}(k) \in \mathcal{S}_{f}$ and $k \in \mathcal{S}_{v}$ is either a $y$-iteration or unsuccessful, from which it follows that

$$
\left(x_{k_{p}(k)+1}, s_{k_{p}(k)+1}\right)=\cdots=\left(x_{k}, s_{k}\right) \text { and } \pi_{k_{p}(k)+1}^{v}=\cdots=\pi_{k}^{v}
$$

On one hand, if for all sufficiently large $k \in \mathcal{K}_{1}$ the indices in $\left\{k_{p}(k)+1, \ldots, k-1\right\}$ do not belong to $\mathcal{V}$, then the only possible modification of the normal step trust region radius would be the safeguard (3.31). This and Lemma 4.3(iii) show that

$$
\begin{equation*}
\delta_{k}^{v} \geq \max \left\{\delta_{k}^{v}, \kappa_{\mathrm{n}}\left\|P_{k}^{-1} n_{k}^{*}\right\|\right\} \geq \kappa_{\mathrm{n}} \kappa_{\mathrm{cn}} \pi_{k}^{v} \text { for all sufficiently large } k \in \mathcal{K}_{1} \tag{4.22}
\end{equation*}
$$

where we have used the fact that $k \in \mathcal{K}_{1} \subseteq \mathcal{S}_{v}$ and Lemma 3.3(ii) implies that $k \in \mathcal{N}$. The inequalities in (4.22) may be followed by the same argument as that following (4.21) to conclude that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$. On the other hand, if for infinitely many $k$ any element of $\left\{k_{p}(k)+1, \ldots, k-1\right\}$ is an element of $\mathcal{V} \backslash \mathcal{S}_{v}$, then along this subsequence we may define $k_{u}(k) \in \mathcal{V} \backslash \mathcal{S}_{v}$ to be the index of the last unsuccessful $v$-iteration before iteration $k$. Then, using the same reasoning as in the first subcase, we may conclude that (4.21) holds. Employing (4.21) and (4.22) and applying similar arguments, we conclude that a subsequence of $\left\{\pi_{k}^{v}\right\}$ vanishes.

We have obtained from the two above subcases that there exists an infinite subsequence $\mathcal{K} \subseteq \mathcal{S}_{v}$ with $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, regardless of the cardinality of $\mathcal{S}_{f}$. The fact that $\left\{\chi_{k}^{v}\right\}_{k \in \mathcal{S}_{v}}$ is bounded away from zero and (3.1) then imply that $\left\{v_{k}\right\}_{k \in \mathcal{K}} \rightarrow 0$, ensuring the desired limit in (4.18).

Case 2: Suppose that $\left|\mathcal{S}_{v}\right|<\infty$. In this case, by the fact that $v_{k+1}^{\max }<v_{k}^{\max }$ only when $k \in \mathcal{S}_{v}$, there exists a constant $v_{\infty}^{\max }>0$ such that $v_{k}^{\text {max }}=v_{\infty}^{\text {max }}$ for all sufficiently large $k$. By Theorem 4.11, the assumption that Algorithm 2 does not terminate finitely, and $\left|\mathcal{S}_{v}\right|<\infty$, it follows that $\left|\mathcal{S}_{f}\right|=\infty$. Now, to derive a contradiction, suppose that there exists a constant $\varepsilon_{\text {min }}>0$ such that

$$
\begin{equation*}
\min \left\{v_{k}, \chi_{k}^{v}\right\} \geq \varepsilon_{\min } \text { for all sufficiently large } k \tag{4.23}
\end{equation*}
$$

Since $\left|\mathcal{S}_{v}\right|<\infty$, we know from (3.24) for $k \in \mathcal{Y}$, from (2.12), (3.25), and (3.29) for $k \in \mathcal{F}$, from (3.36) for $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, and the fact that the slack reset only possibly decreases the barrier function that $\left\{f\left(x_{k}, s_{k}\right)\right\}$ is monotonically decreasing. Moreover, it follows from Assumptions 1.1 and 4.1 and Lemma 4.2 that $\left\{f\left(x_{k}, s_{k}\right)\right\}$ is bounded below, so overall we have that $\left\{f\left(x_{k}, s_{k}\right)\right\} \rightarrow f_{\text {low }}$ for some $f_{\text {low }}>-\infty$. It follows from this fact, $\left|\mathcal{S}_{f}\right|=\infty$, (2.12), (3.25), (2.10) (which holds for $\left.k \in \mathcal{F}\right),(3.19 \mathrm{a}) /(3.23 \mathrm{a})$, and Lemma 4.3(ii) that $\left\{\min \left\{\pi_{k}^{f}, \delta_{k}^{t}\right\}\right\}_{k \in \mathcal{S}_{f}} \rightarrow 0$. Suppose that for some infinite index set $\mathcal{K}_{3} \subseteq \mathcal{S}_{f}$ and scalar $\pi_{\text {min }}^{f}>0$ we have $\pi_{k}^{f} \geq \pi_{\text {min }}^{f}$ for all $k \in \mathcal{K}_{3}$. It follows that $\left\{\delta_{k}^{t}\right\}_{k \in \mathcal{K}_{3}} \rightarrow 0$. However, from Lemma 4.10 and (4.23), it follows that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{V}}$ is bounded away from zero for all $k$. Combining this with the facts that $\left\{\delta_{k}^{t}\right\}_{k \in \mathcal{K}_{3}} \rightarrow 0$ and $v_{k}^{\text {max }}=v_{\infty}^{\text {max }}>0$ for all sufficiently large $k$ implies from (3.38) that $\left\{\delta_{k}^{f}\right\}_{k \in \mathcal{K}_{3}} \rightarrow 0$. It then follows from Lemma 4.9 that there exists an infinite index set $\mathcal{K}_{4} \subseteq \mathcal{F}$ such that $\left\{\pi_{k}^{f}\right\}_{k \in \mathcal{K}_{4}} \rightarrow 0$. Since $\mathcal{K}_{4} \subseteq \mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{I}_{0}$, we know that (3.15a), (3.15b), or (3.15c) is satisfied for all $k \in \mathcal{K}_{4}$. However, we also know that (3.15a) cannot be satisfied since Algorithm 2 is assumed not to terminate finitely. It does, however, follow from $\left\{\pi_{k}^{f}\right\}_{k \in \mathcal{K}_{4}} \rightarrow 0$ and (4.23) that (3.15b) will be satisfied for all sufficiently large $k \in \mathcal{K}_{4}$ so that $t_{k}=0$ for all sufficiently large $k \in \mathcal{K}_{4} \subseteq \mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{T}_{0}$, which is a contradiction. Thus, we conclude that the set $\mathcal{K}_{3}$ cannot exist, so that $\left\{\tau_{k}^{f}\right\}_{k \in \mathcal{S}_{f}} \rightarrow 0$. It follows from this fact, (4.23), the definition of $\chi_{k}^{v}$ given in (3.1), and since the algorithm does not terminate finitely that (3.15b) will be satisfied (and hence $t_{k}=0$ ) for all sufficiently large $k \in \mathcal{S}_{f} \subseteq \mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{T}_{0}$, which again is a contradiction. Thus, our supposition that (4.23) held must be incorrect and therefore there is a subsequence $\mathcal{K}_{5}$ such that $\left\{\min \left\{v_{k}, \chi_{k}^{v}\right\}\right\}_{k \in \mathcal{K}_{5}} \rightarrow 0$. Moreover, since $\left|\mathcal{S}_{v}\right|<\infty$ and $\left|\mathcal{S}_{f}\right|=\infty$, we conclude that (4.18) holds.

To proceed further, at $s \in \mathbb{R}^{M}$, we define the active and inactive sets

$$
\begin{equation*}
\mathcal{A}(s):=\left\{i \in\{1,2, \ldots, M\}:[s]_{i}=0\right\} \quad \text { and } \mathcal{I}(s):=\{1,2, \ldots M\} \backslash \mathcal{A}(s) \tag{4.24}
\end{equation*}
$$

and denote these sets at a point $s_{*} \in \mathbb{R}^{M}$ by

$$
\mathcal{A}_{*}:=\mathcal{A}\left(s_{*}\right) \text { and } \mathcal{I}_{*}:=\mathcal{I}\left(s_{*}\right) .
$$

In addition, recalling that $P_{k}:=\operatorname{diag}\left(I, S_{k}\right)$, we define $\sigma_{\min }\left(x_{k}, s_{k}\right)$ as the smallest singular value of $\left(J\left(x_{k}\right) S_{k}\right)^{T}=\left(J\left(x_{k}, s_{k}\right) P_{k}\right)^{T}$.

Lemma 4.14 If there exists an infinite index set $\mathcal{K}$ with $\left\{\min \left\{v_{k}, \chi_{k}^{v}\right\}\right\}_{k \in \mathcal{K}} \rightarrow 0$, then, for an arbitrary limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$, it follows that either
(i) $v\left(x_{*}, s_{*}\right)=0$, i.e., $\left(x_{*}, s_{*}\right)$ is feasible for problem (NPs), or
(ii) $\chi^{v}\left(x_{*}, s_{*}\right)=0$ and $x_{*}$ is an infeasible point at which the Jacobian of active constraints $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ has linearly dependent rows.

Proof We consider three cases. First, suppose that $\lim _{k \in \mathcal{K}} v_{k}=0$. Then, any limit point $\left(x_{*}, s_{*}\right)$ of the sequence $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$ yields $v\left(x_{*}, s_{*}\right)=0$ so that $\left(x_{*}, s_{*}\right)$ is feasible for problem (NPs), as desired.

Second, suppose that $v_{k} \geq v_{\text {min }}$ for some $v_{\text {min }}>0$ and all sufficiently large $k \in \mathcal{K}$. Let $\left(x_{*}, s_{*}\right)$ be any limit point of the sequence $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$. Combining these facts with the slack reset procedure (c.f., (1.2)), it follows that ( $x_{*}, s_{*}$ ) is infeasible for problem (NPs). Moreover, from $v_{k} \geq v_{\text {min }}$ for all sufficiently large $k \in \mathcal{K}$ and the assumptions of this lemma, it follows that

$$
0=\lim _{k \in \mathcal{K}} \chi_{k}^{v}=\lim _{k \in \mathcal{K}} \frac{\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T} c\left(x_{k}, s_{k}\right)\right\|_{2}}{\left\|c\left(x_{k}, s_{k}\right)\right\|_{2}} \geq \lim _{k \in \mathcal{K}} \sigma_{\min }\left(x_{k}, s_{k}\right)=\sigma_{\min }\left(x_{*}, s_{*}\right)
$$

Thus, $\left(J\left(x_{*}\right) S_{*}\right)=J\left(x_{*}, s *\right) P_{*}$ with $P_{*}:=\operatorname{diag}\left(I, S_{*}\right)$ must have a subset of linearly dependent rows. Due to the structure of this matrix, it follows that this subset does not contain row $i$ when $\left[s_{*}\right]_{i}>0$; it only contains rows indexed by $\mathcal{A}_{*}$, and thus $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ has linearly dependent rows, which proves the result.

Finally, if the first two cases do not occur, we can partition $\mathcal{K}$ into two infinite disjoint index sets, call them $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, such that for some $\varepsilon>0$ we have

$$
\begin{equation*}
\lim _{k \in \mathcal{K}_{1}} v_{k}=0, \quad \lim _{k \in \mathcal{K}_{2}} \chi_{k}^{v}=0, \text { and } v_{k} \geq \varepsilon \text { for } k \in \mathcal{K}_{2} \tag{4.25}
\end{equation*}
$$

Since any limit point associated with $\mathcal{K}$ must be a limit point for $\mathcal{K}_{1}$ and/or $\mathcal{K}_{2}$, it suffices to prove the result for an arbitrarily chosen limit point of $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$. Any limit point $\left(x_{*}, s_{*}\right)$ of the sequence $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}_{1}}$ yields $v\left(x_{*}, s_{*}\right)=0$ so that $\left(x_{*}, s_{*}\right)$ is feasible for problem (NPs), as desired. Next, consider any limit point of the sequence $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}_{2}}$, call it $\left(x_{*}, s_{*}\right)$. We may now use the same argument as for the second case (with $\mathcal{K}$ replaced by $\mathcal{K}_{2}$ ), to conclude that ( $x^{*}, s^{*}$ ) is infeasible for problem (NPs) and that $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ has linearly dependent rows.

We now prove a useful fact about our employed infeasibility measures.
Lemma 4.15 For any infinite index set $\mathcal{K}$, we have

$$
\begin{equation*}
\lim _{k \in \mathcal{K}} \min \left\{v_{k}, \chi_{k}^{v}\right\}=0 \quad \text { if and only if } \quad \lim _{k \in \mathcal{K}} \pi_{k}^{v}=0 \tag{4.26}
\end{equation*}
$$

Proof First, if $\lim _{k \in \mathcal{K}} v_{k}=0$, then (4.26) follows from Lemma 4.2. Second, if $v_{k} \geq$ $v_{\text {min }}$ for some $v_{\text {min }}>0$ and all sufficiently large $k \in \mathcal{K}$, then it follows from (3.1) that $\left\{\chi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$ if and only if $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, which again establishes (4.26).

Finally, suppose that the two previous cases do not hold. To prove the "only if" implication, suppose that $\left\{\min \left\{v_{k}, \chi_{k}^{v}\right\}\right\}_{k \in \mathcal{K}} \rightarrow 0$. Then, as in the third case of the proof of Lemma 4.14, we can partition $\mathcal{K}$ into disjoint subsets $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ such that (4.25) holds. By Lemma 4.2, it then follows that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$, and by (3.1) we must also have $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{2}} \rightarrow 0$. Consequently, $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, as desired. Now, to prove the "if" implication, suppose that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$ and, to obtain a contradiction, suppose further that there exists a constant $\epsilon>0$ such that $\mathcal{K}_{\epsilon}:=\left\{k \in \mathcal{K}: \min \left\{v_{k}, \chi_{k}^{v}\right\} \geq \epsilon\right\}$ is infinite. It then follows from the definition of $\chi_{k}^{v}$ in (3.1) that the infinite sequence $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{\epsilon}}$ is bounded away from zero, which is a contradiction. Hence, $\left\{\min \left\{v_{k}, \chi_{k}^{v}\right\}\right\}_{k \in \mathcal{K}} \rightarrow 0$.

The relevance of having an infinite index set $\mathcal{K}$ such that (4.26) holds is elucidated in the following lemma.

Lemma 4.16 If there exists an infinite index set $\mathcal{K}$ such that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, then any limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$ is a first-order KKT point for (2.4).

Proof For an arbitrary limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$, it follows from Lemma 3.4 and the supposition $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$ that

$$
\begin{equation*}
s_{*} \geq 0, \quad c\left(x_{*}, s_{*}\right) \geq 0, \quad S_{*} c\left(x_{*}, s_{*}\right)=0, \quad \text { and } \quad J\left(x_{*}\right)^{T} c\left(x_{*}, s_{*}\right)=0, \tag{4.27}
\end{equation*}
$$

from which it follows that (2.5) holds at $\left(x_{*}, s_{*}\right)$.
We now make the following assumption throughout the rest of the paper.
Assumption 4.2 If there exists an infinite index set $\mathcal{K}$ such that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, then, for an arbitrary limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$, it follows that $\mathcal{A}_{*}=\emptyset$ or $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ has full row rank (i.e., $\sigma_{\min }\left(x_{*}, s_{*}\right)>0$ ).

An important consequence of this assumption is the following.
Lemma 4.17 If there exists an infinite index set $\mathcal{K}$ such that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$, then for an arbitrary limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$, it follows that $v\left(x_{*}, s_{*}\right)=0$, i.e., $\left(x_{*}, s_{*}\right)$ is feasible for problem (NPs). Moreover, $\left\{v_{k}\right\}_{k \in \mathcal{K}} \rightarrow 0$.

Proof Under the conditions of the lemma, we have from Lemma 4.16 that (4.27) holds. In particular, using the definitions in (4.24) and (4.27), we have

$$
\begin{gather*}
{\left[s_{*}\right]_{\mathcal{I}_{*}}>0 \quad \text { and } \quad c_{\mathcal{I}_{*}}\left(x_{*}\right)<c_{\mathcal{I}_{*}}\left(x_{*}, s_{*}\right)=0 ;}  \tag{4.28a}\\
{\left[s_{*}\right]_{\mathcal{A}_{*}}=0 \quad \text { and } \quad c_{\mathcal{A}_{*}}\left(x_{*}\right)=c_{\mathcal{A}_{*}}\left(x_{*}, s_{*}\right) \geq 0 .} \tag{4.28b}
\end{gather*}
$$

If $\mathcal{A}_{*}=\emptyset$, then (4.28a) implies $v\left(x_{*}, s_{*}\right)=0$. Otherwise, by (4.27) and (4.28a),

$$
0=J\left(x_{*}\right)^{T} c\left(x_{*}, s_{*}\right)=J_{\mathcal{A}_{*}}\left(x_{*}\right)^{T} c_{\mathcal{A}_{*}}\left(x_{*}, s_{*}\right)=J_{\mathcal{A}_{*}}\left(x_{*}\right)^{T} c_{\mathcal{A}_{*}}\left(x_{*}\right)
$$

Assumption 4.2 implies that $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ has full row rank, so the above implies that $0=c_{\mathcal{A}_{*}}\left(x_{*}\right)=c_{\mathcal{A}_{*}}\left(x_{*}, s_{*}\right)$. Combining this with (4.28a) yields $v\left(x_{*}, s_{*}\right)=0$. This fact and Lemmas 4.1 and 4.2 imply that $\left\{v_{k}\right\}_{k \in \mathcal{K}} \rightarrow 0$.

We now prove a crucial bound on the size of the normal step relative to $\pi_{k}^{v}$.
Lemma 4.18 Let $k \in \mathcal{N}$ and define $m_{k}^{v, P}(a):=\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) P_{k} a\right\|_{2}$. If $\sigma_{\min }\left(x_{k}, s_{k}\right)>0$ and $a_{k}$ is any (nonzero) vector satisfying

$$
\begin{equation*}
m_{k}^{v, P}\left(a_{k}\right)<m_{k}^{v, P}(0) \text { with } a_{k} \text { belonging to the range of } P_{k} J\left(x_{k}, s_{k}\right)^{T} \tag{4.29}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|a_{k}\right\|_{2} \leq \frac{2}{\sigma_{\min }\left(x_{k}, s_{k}\right)^{2}} \pi_{k}^{v} \tag{4.30}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \frac{2}{\sigma_{\min }\left(x_{k}, s_{k}\right)^{2}} \pi_{k}^{v} \tag{4.31}
\end{equation*}
$$

Proof Let $k \in \mathcal{N}$ and define the quadratic model $\widehat{m}_{k}^{v, P}(\cdot):=\frac{1}{2}\left(m_{k}^{v, P}(\cdot)\right)^{2}$. Note that

$$
\nabla_{x x} \widehat{m}_{k}^{v, P}(0)=P_{k}^{T} J\left(x_{k}, s_{k}\right)^{T} J\left(x_{k}, s_{k}\right) P_{k} .
$$

By definition, $\sigma_{\min }\left(x_{k}, s_{k}\right)$ is the smallest eigenvalue of this matrix on the range space of $P_{k} J\left(x_{k}, s_{k}\right)^{T}$. Therefore, the second part of (4.29) yields

$$
\begin{equation*}
a_{k}^{T} \nabla_{x x} \widehat{m}_{k}^{v, P}(0) a_{k} \geq \sigma_{\min }\left(x_{k}, s_{k}\right)^{2}\left\|a_{k}\right\|_{2}^{2}>0 . \tag{4.32}
\end{equation*}
$$

Let

$$
t_{*}:=\arg \min _{t \geq 0} \widehat{m}_{k}^{v, P}\left(t a_{k}\right) .
$$

It then follows from [5, Lemma 6.5.1] (and its proof) and (4.29) that

$$
\begin{equation*}
\frac{1}{2} \leq t_{*}=\frac{\left|a_{k}^{T} \nabla_{x} \widehat{m}_{k}^{v, P}(0)\right|}{a_{k}^{T} \nabla_{x x} \widehat{m}_{k}^{v, P}(0) a_{k}} \leq \frac{\left\|a_{k}\right\|_{2} \pi_{k}^{v}}{a_{k}^{T} \nabla_{x x} \widehat{m}_{k}^{v, P}(0) a_{k}} \leq \frac{\pi_{k}^{v}}{\sigma_{\min }\left(x_{k}, s_{k}\right)^{2}\left\|a_{k}\right\|_{2}} \tag{4.33}
\end{equation*}
$$

where we have used the Cauchy-Schwarz inequality to deduce the second inequality and (4.32) to deduce the third. Rewriting (4.33), we obtain (4.30). The inequality (4.31) then follows by choosing $a_{k}=P_{k}^{-1} n_{k}$, which is allowed by (3.7) and the observation that $m_{k}^{v, P}\left(P_{k}^{-1} n_{k}\right)=m_{k}^{v}\left(n_{k}\right)<m_{k}^{v}(0)=v_{k}=m_{k}^{v, P}(0)$.

We next prove a result illustrating the importance of the sequence $\left\{\pi_{k}^{f}\right\}$. In particular, the result establishes that $\pi_{k}^{f}$ is a valid criticality measure for (BSP).

Lemma 4.19 If there exists an infinite index set $\mathcal{K}$ and a point $\left(x_{*}, s_{*}\right)$ such that

$$
\lim _{k \in \mathcal{K}} \pi_{k}^{v}=0, \quad \lim _{k \in \mathcal{K}} \pi_{k}^{f}=0, \text { and } \lim _{k \in \mathcal{K}}\left(x_{k}, s_{k}\right)=\left(x_{*}, s_{*}\right)
$$

then $\left\{y_{k}\right\}_{k \rightarrow \mathcal{K}} \rightarrow y_{*}$ where $\left(x_{*}, s_{*}, y_{*}\right)$ is a first-order KKT point for problem (BSP).
Proof Under the conditions of the lemma, Assumption 4.2 yields $\sigma_{\min }\left(x_{*}, s_{*}\right)>0$, which, by continuity of $\sigma_{\min }$, implies that $\sigma_{\min }\left(x_{k}, s_{k}\right) \geq \frac{1}{2} \sigma_{\min }\left(x_{*}, s_{*}\right)>0$ for sufficiently large $k$. We now claim that

$$
\begin{equation*}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \frac{8}{\sigma_{\min }\left(x_{*}, s_{*}\right)^{2}} \pi_{k}^{v} \text { for all sufficiently large } k \in \mathcal{K} . \tag{4.34}
\end{equation*}
$$

First, for all $k \in \mathcal{K} \backslash \mathcal{N}$, (4.34) holds since Lemma 3.3(ii) states that $n_{k}=0$ for such $k$. On the other hand, for sufficiently large $k \in \mathcal{K} \cap \mathcal{N}$ such that $\sigma_{\min }\left(x_{k}, s_{k}\right) \geq$ $\frac{1}{2} \sigma_{\min }\left(x_{*}, s_{*}\right)$, (4.34) follows as a result of (4.31). Thus, we have established (4.34). It now follows from Lemma 4.2, (4.34), and $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$ that

$$
\begin{equation*}
\lim _{k \in \mathcal{K}} n_{k}=0 \tag{4.35}
\end{equation*}
$$

Next, observe that

$$
\begin{align*}
0 & =\lim _{k \in \mathcal{K}} \pi_{k}^{f}=\lim _{k \in \mathcal{K}}\left\|P_{k}\left(\nabla m_{k}^{f}\left(n_{k}\right)+J\left(x_{k}, s_{k}\right)^{T} y_{k}\right)\right\|_{2} \\
& =\lim _{k \in \mathcal{K}}\left\|\binom{g\left(x_{k}\right)+\nabla_{x x} \mathcal{L}\left(x_{k}, y_{k}^{\mathrm{B}}\right) n_{k}^{x}+J\left(x_{k}\right)^{T} y_{k}}{-\mu e+S_{k} D_{k} n_{k}^{s}+S_{k} y_{k}}\right\|_{2}  \tag{4.36}\\
& =\lim _{k \in \mathcal{K}}\left\|\left(\begin{array}{c}
g\left(x_{k}\right)+\nabla_{x x} \mathcal{L}\left(x_{k}, y_{k}^{\mathrm{B}}\right) n_{k}^{x}+J\left(x_{k}\right)^{T} y_{k} \\
{\left[-\mu e+S_{k} D_{k} n_{k}^{s}+S_{k} y_{k}\right]_{\mathcal{A}_{*}}} \\
{\left[-\mu e+S_{k} D_{k} n_{k}^{s}+S_{k} y_{k}\right]_{\mathcal{I}_{*}}}
\end{array}\right)\right\|_{2} . \tag{4.37}
\end{align*}
$$

Using (4.37) (specifically the third row of the matrix inside the norm), the fact that $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}} \rightarrow\left(x_{*}, s_{*}\right)$ where $\left[s_{*}\right]_{\mathcal{I}_{*}}>0,(3.11)$, Lemma 4.2, and (4.35),

$$
\lim _{k \in \mathcal{K}}\left[y_{k}\right]_{\mathcal{I}_{*}}=\left[\mu S_{*}^{-1} e\right]_{\mathcal{I}_{*}}=:\left[y_{*}\right]_{\mathcal{I}_{*}} .
$$

It then follows from (4.37) (specifically the first row inside the norm), the fact that $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}} \rightarrow\left(x_{*}, s_{*}\right)$, (3.11), (3.10), Lemma 4.1, (4.35), and the fact that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}} \rightarrow 0$-and hence the full rank of $J_{\mathcal{A}_{*}}\left(x_{*}\right)$ stated in Assumption 4.2-that
$\lim _{k \in \mathcal{K}}\left[y_{k}\right]_{\mathcal{A}_{*}}=-\left[J_{\mathcal{A}_{*}}\left(x_{*}\right) J_{\mathcal{A}_{*}}\left(x_{*}\right)^{T}\right]^{-1} J_{\mathcal{A}_{*}}\left(x_{*}\right)\left(g\left(x_{*}\right)+J_{\mathcal{I}_{*}}\left(x_{*}\right)^{T}\left[y_{*}\right]_{\mathcal{I}_{*}}\right)=:\left[y_{*}\right]_{\mathcal{A}_{*}}$.
We have shown that the multiplier sequence converges on $\mathcal{K}$, i.e., $\left\{y_{k}\right\}_{k \in \mathcal{K}} \rightarrow y_{*}$ for some $y_{*} \in \mathbb{R}^{M}$. Combining this with (4.36), the fact that $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}} \rightarrow\left(x_{*}, s_{*}\right)$, (3.11), (3.10), Lemma 4.1, and (4.35) proves that

$$
\begin{equation*}
g\left(x_{*}\right)+J\left(x_{*}\right)^{T} y_{*}=0 \quad \text { and } S_{*} y_{*}=\mu e . \tag{4.38}
\end{equation*}
$$

Now note that (4.38), Lemma 3.4, and the fact that $\mu>0$ imply that $\left(s_{*}, y_{*}\right)>$ 0 . Combining this with (4.38) and the fact that the conditions of the lemma and Lemma 4.17 ensure that $v\left(x_{*}, s_{*}\right)=0$, we have that $\left(x_{*}, y_{*}, s_{*}\right)$ is a first-order KKT point for problem (BSP) as given by Definition 1.2.

Lemmas 4.17 and 4.19 prove that, with Assumption 4.2, we obtain a first-order KKT point for problem (BSP) from any convergent subsequence over which $\left\{\pi_{k}^{v}\right\}$ and $\left\{\pi_{k}^{f}\right\}$ vanish. To prove that such a subsequence will exist, we make the following assumption henceforth, for which we define

$$
\begin{equation*}
\hat{s}_{k}=\max \left\{-c\left(x_{k}\right), 0\right\} \tag{4.39}
\end{equation*}
$$

Assumption 4.3 There exist constants $\kappa_{\mathrm{c}}>0$ and $\kappa_{\mathrm{J}}>0$ independent of $k$ such that if $v_{k} \leq \kappa_{\mathrm{c}}$, then, with $\hat{s}_{k}$ defined in (4.39), we have $\sigma_{\min }\left(x_{k}, \hat{s}_{k}\right) \geq \kappa_{\mathrm{J}}$.

Remark 4.20 Observe that (2.1) and (4.39) imply that $\hat{s}_{k} \leq s_{k}$, from which it follows that $v_{k} \geq v\left(x_{k}, \hat{s}_{k}\right)$ and $\sigma_{\min }\left(x_{k}, s_{k}\right) \geq \sigma_{\min }\left(x_{k}, \hat{s}_{k}\right)$. Hence, Assumption 4.3 implies that if $v_{k} \leq \kappa_{\mathrm{c}}$, then $\sigma_{\min }\left(x_{k}, s_{k}\right) \geq \kappa_{\mathrm{J}}$, from which it follows that $\chi_{k}^{v} \geq \kappa_{\mathrm{J}}$.

Our next results require the following projection operator. This operator is used for theoretical purposes only; such projections need not be computed.

Definition 4.21 Let $\operatorname{Proj}_{k}(d)$ denote the projection of $d$ onto $\operatorname{Range}\left(P_{k} J\left(x_{k}, s_{k}\right)^{T}\right)$.
Lemma 4.22 If $k \in \mathcal{N}$ and $v_{k} \leq \kappa_{c}$, then

$$
\begin{equation*}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \frac{2}{\kappa_{J}^{2}} \pi_{k}^{v} \tag{4.40}
\end{equation*}
$$

Moreover, there exist constants $\left\{\kappa_{\mathrm{R}_{1}}, \kappa_{\mathrm{R} 2}\right\} \subset(0, \infty)$ so that if, in addition, $k \in \mathcal{D}$, then

$$
\begin{equation*}
\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2} \leq \frac{2}{\kappa_{\mathrm{J}}^{2}} \pi_{k}^{v} \text { and } \Delta m_{k}^{v, d} \geq \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{R} 1}, \kappa_{\mathrm{R} 2}\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}\right\} . \tag{4.41}
\end{equation*}
$$

Proof If $k \in \mathcal{N}$ and $v_{k} \leq \kappa_{\mathrm{c}}$, inequality (4.40) is an immediate consequence of (4.31) and Assumption 4.3. Assume now that, in addition, $k \in \mathcal{D}$ and define $d_{k}^{P}:=$ $P_{k}^{-1} d_{k}$. Then, it follows from the fact that $J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)=J\left(x_{k}, s_{k}\right) P_{k} d_{k}^{P}$, Lemma 3.3(i), (3.19d), and the definition of $m_{k}^{v, P}$ in Lemma 4.18 that

$$
\begin{align*}
m_{k}^{v, P}\left(\operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right) & =\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2} \\
& =\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) P_{k} d_{k}^{P}\right\|_{2} \\
& =\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) d_{k}\right\|_{2}<\left\|c\left(x_{k}, s_{k}\right)\right\|_{2}=m_{k}^{v, P}(0) \tag{4.42}
\end{align*}
$$

We may then deduce from (4.30) with $a_{k}=\operatorname{Proj}_{k}\left(d_{k}^{P}\right)$ and Assumption 4.3 that

$$
\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}=\left\|\operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2} \leq \frac{2}{\kappa_{\mathrm{J}}^{2}} \pi_{k}^{v}
$$

which proves the first inequality in (4.41). It also follows from Lemma 4.4 and the fact that the projection operator is nonexpansive that

$$
\max \left\{\kappa_{\mathrm{vf}}, 1\right\} \delta_{k}^{v} \geq\left\|P_{k}^{-1} d_{k}\right\|_{2} \geq\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}
$$

Combining this with $k \in \mathcal{D} \cap \mathcal{N}$, Lemma 3.3(ix), (2.15), (3.6), Lemma 4.3(i), Assumption 4.3, and the first inequality in (4.41), we have

$$
\begin{aligned}
\Delta m_{k}^{v, d} & \geq \kappa_{\mathrm{cd}} \Delta m_{k}^{v, n} \geq \kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fon}}\right\} \\
& \geq \kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \kappa_{\mathrm{J}} \min \left\{\frac{\kappa_{\mathrm{J}}^{2}\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}}{2}, \frac{\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}}{\max \left\{\kappa_{\mathrm{vf}}, 1\right\}}, 1-\kappa_{\mathrm{fbn}}\right\} ;
\end{aligned}
$$

i.e., there exists $\left\{\kappa_{\mathrm{R} 1}, \kappa_{\mathrm{R} 2}\right\} \subset(0, \infty)$ for the second inequality in (4.41).

We now prove that if the number of successful $v$-iterations is infinite, then, amongst other things, limit points of the sequence of iterates are feasible.

Lemma 4.23 If $\left|\mathcal{S}_{v}\right|=\infty$, then $\left\{v_{k}^{\max }\right\} \rightarrow 0,\left\{v_{k}\right\} \rightarrow 0,\left\{\pi_{k}^{v}\right\} \rightarrow 0$, and $\left\{n_{k}\right\} \rightarrow 0$.
Proof Since $\left|\mathcal{S}_{v}\right|=\infty$, it must be true that Algorithm 2 does not terminate finitely. This implies that the result of Lemma 4.13 holds true. Moreover, Lemma 3.7 shows that $\left\{v_{k}^{\max }\right\}$ is monotonically decreasing and bounded below by zero. Then, as in the proof of Lemma 4.13, we have that if the update (3.35) sets $v_{k+1}^{\max } \leq \kappa_{11} v_{k}^{\max }$ infinitely often, then $\left\{v_{k}^{\max }\right\} \rightarrow 0$ and $\left\{v_{k}\right\} \rightarrow 0$, from which it follows by Lemma 4.2 that $\left\{\pi_{k}^{v}\right\} \rightarrow 0$. It then follows from these facts and (4.40) that $\left\{n_{k}\right\} \rightarrow 0$.

All that remains is to consider when the update (3.35) sets $v_{k+1}^{\max }>\kappa_{\mathrm{t}} v_{k}^{\max }$ for all large $k$. From Lemma 4.13 we have that $\left\{\min \left\{v_{k}, \chi_{k}^{v}\right\}\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$ for some infinite $\mathcal{K}_{1} \subseteq \mathcal{S}_{v}$, which in turn by Lemma 4.15 implies that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$. Then, by Lemma 4.17, $\left\{v_{k}\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$. We then have from Lemma 4.12 [in particular, (4.17b)] that $\left\{v_{k+1}^{\max }\right\}_{k \in \mathcal{K}_{1}} \rightarrow 0$, which means that $\left\{v_{k}^{\text {max }}\right\} \rightarrow 0$ and hence $\left\{v_{k}\right\} \rightarrow 0$ by Lemma 3.7. Combining this with Assumptions 1.1 and 4.1 and Lemma 4.2, we have $\left\{\pi_{k}^{v}\right\} \rightarrow 0$. It follows from this, the fact that $n_{k}=0$ for $k \notin \mathcal{N}$ [see Lemma 3.3(ii)], and (4.40) that $\left\{n_{k}\right\} \rightarrow 0$.

We now provide bounds for a certain type of unsuccessful $v$-iteration.
Lemma 4.24 If $k \in(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$ and

$$
\begin{equation*}
v_{k} \leq \min \left\{\kappa_{\mathrm{c}}, \frac{\kappa_{\Delta \mathrm{cl}}}{\kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}}}, \frac{\kappa_{\Delta \mathrm{c} 3}}{\kappa_{\Delta \mathrm{c} 2}}, \frac{1-\kappa_{\mathrm{fbn}}}{\kappa_{\mathrm{J}}}, \frac{1-\kappa_{\mathrm{fbn}}}{\kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}}}\right\}, \tag{4.43}
\end{equation*}
$$

then, for some constants $\left\{\kappa_{\mathrm{cld}}, \kappa_{\text {sRn }}\right\} \subset(0,1)$, we have

$$
\begin{equation*}
m_{k}^{v}\left(d_{k}\right) \leq \kappa_{\mathrm{cld}} v_{k} \quad \text { and } \quad\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2} \geq \kappa_{\mathrm{sRn}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \tag{4.44}
\end{equation*}
$$

Proof Consider $k \in(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$ such that (4.43) holds. It follows from the fact that $k \in \mathcal{N} \cap \mathcal{D}$, Lemma 3.3(ix), the inequality in (2.15), (3.6), Lemma 4.3(i), (4.43), Assumption 4.3, and (3.1) that

$$
\begin{align*}
m_{k}^{v}\left(d_{k}\right) & \leq m_{k}^{v}(0)-\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \chi_{k}^{v} \min \left\{\pi_{k}^{v}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\} \\
& \leq m_{k}^{v}(0)-\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{J}} v_{k}, \delta_{k}^{v}, 1-\kappa_{\mathrm{fbn}}\right\} . \tag{4.45}
\end{align*}
$$

It also follows from Lemma 4.8(ii), the fact that $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, Assumption 4.3, (3.1), and (4.43) that

$$
\delta_{k}^{v}>\min \left\{\kappa_{\Delta \mathrm{cl}}, \kappa_{\Delta \mathrm{c} 2} \pi_{k}^{v}, \kappa_{\Delta \mathrm{cs}} \chi_{k}^{v}\right\} \geq \min \left\{\kappa_{\Delta \mathrm{cl}}, \kappa_{\Delta \mathrm{cc} 2} \kappa_{\mathrm{J}} v_{k}, \kappa_{\Delta \mathrm{cc}} \kappa_{\mathrm{J}}\right\}=\kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}} v_{k}
$$

Substituting this into (4.45) ensures with (4.43) the existence of $\kappa_{\text {cld }} \in(0,1)$ independent of $k$ such that

$$
\begin{aligned}
m_{k}^{v}\left(d_{k}\right) & \leq m_{k}^{v}(0)-\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{J}} v_{k}, \kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}} v_{k}, 1-\kappa_{\mathrm{fbn}}\right\} \\
& =v_{k}-\kappa_{\mathrm{cd}} \kappa_{\mathrm{cn}} \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{J}}, \kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}}\right\} v_{k} \leq \kappa_{\mathrm{cld}} v_{k} .
\end{aligned}
$$

This is the first desired result. Defining $d_{k}^{P}:=P_{k}^{-1} d_{k}$, we may use the inequality above, the triangle inequality, and $J\left(x_{k}, s_{k}\right) P_{k} d_{k}^{P}=J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)$ to get

$$
\begin{aligned}
v_{k}-\left\|J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2} & \leq\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2} \\
& =\left\|c\left(x_{k}, s_{k}\right)+J\left(x_{k}, s_{k}\right) P_{k} d_{k}^{P}\right\|_{2}=m_{k}^{v}\left(d_{k}\right) \leq \kappa_{\text {cld }} v_{k}
\end{aligned}
$$

Combining the above, $k \in \mathcal{N}$, (4.43), (4.40), and norm inequalities shows that

$$
\begin{aligned}
\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \frac{2}{\kappa_{\mathrm{J}}^{2}} \pi_{k}^{v} & \leq \frac{2}{\kappa_{\mathrm{J}}^{2}}\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T}\right\|_{2} v_{k} \\
& \leq \frac{2}{\kappa_{\mathrm{J}}^{2}}\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T}\right\|_{2} \frac{\left\|J\left(x_{k}, s_{k}\right) P_{k} \operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2}}{1-\kappa_{\mathrm{cld}}} \\
& \leq \frac{2}{\kappa_{\mathrm{J}}^{2}}\left\|P_{k} J\left(x_{k}, s_{k}\right)^{T}\right\|_{2} \frac{\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}\left\|\operatorname{Proj}_{k}\left(d_{k}^{P}\right)\right\|_{2}}{1-\kappa_{\mathrm{cld}}}
\end{aligned}
$$

It then follows from the definition of $d_{k}^{P}$, Lemma 4.2, and the fact that $\kappa_{\text {cld }} \in(0,1)$ that for some $\kappa_{\mathrm{sRn}} \in(0,1)$ independent of $k$, we have

$$
\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2} \geq \frac{\left(1-\kappa_{\mathrm{cld}}\right) \kappa_{\mathrm{J}}^{2}}{2\left\|J\left(x_{k}, s_{k}\right) P_{k}\right\|_{2}^{2}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \geq \kappa_{\mathrm{sRn}}\left\|P_{k}^{-1} n_{k}\right\|_{2},
$$

which is the second desired result.
For our next pair of results, we define the constants

$$
\begin{gather*}
\zeta_{\mathrm{tn}}:=\kappa_{\mathrm{tn}} \max \left\{1, \frac{2 \kappa_{\mathrm{ub}}}{\left(1-\kappa_{\delta}\right)\left(\kappa_{\mathrm{tn}}-1\right) \kappa_{\mathrm{ct}}\left(1-\kappa_{\mathrm{B}}\right) \epsilon_{\pi}}\right\}>1 \text { and }  \tag{4.46a}\\
\zeta_{\delta}:=\min \left\{1, \frac{\epsilon_{\pi}}{1-\kappa_{\mathrm{B}}}, \frac{\left(1-\kappa_{\mathrm{ft}}\right) \kappa_{\mathrm{bfn}}}{1-\kappa_{\mathrm{B}}}\right\} \in(0,1] . \tag{4.46b}
\end{gather*}
$$

Lemma 4.25 If $k \notin \mathcal{Y}$ such that

$$
\begin{gather*}
\pi_{k}^{f} \geq \epsilon_{\pi}>0,  \tag{4.47a}\\
\min \left\{\kappa_{\mathrm{vi}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \leq \zeta_{\delta}, \quad \text { and }  \tag{4.47b}\\
\left\|P_{k}^{-1} t_{k}\right\|_{2} \geq \zeta_{\mathrm{tn}}\left\|P_{k}^{-1} n_{k}\right\|_{2}, \tag{4.47c}
\end{gather*}
$$

then $t_{k} \neq 0$ and (2.10) holds.
Proof Let $k \notin \mathcal{Y}$ be such that (4.47) holds. If $k \in \mathcal{F}$, the results follow by the definition of the index set $\mathcal{F}$. Thus, for the remainder of the proof, assume $k \in \mathcal{V}$.

If $n_{k}=0$, then $t_{k} \neq 0$ (since otherwise $k \in \mathcal{Y}$ by Lemma 3.3(vi)), so that by (3.19a)/(3.23a) and Lemma 4.3(ii), we have $\Delta m_{k}^{f, d}=\Delta m_{k}^{f, t} \geq 0$, meaning that (2.10) holds, as desired. Otherwise, if $n_{k} \neq 0$, then since $s_{k}>0$ and $P_{k} \succ 0$ for all $k$
and (4.47c) holds, we have $t_{k} \neq 0$, which implies $k \in \mathcal{T} \backslash \mathcal{T}_{0}$ and (3.12) holds. It then follows from the triangle inequality, (4.47c), and (4.46a) that

$$
\begin{align*}
\left\|P_{k}^{-1} d_{k}\right\|_{2} & \geq\left\|P_{k}^{-1} t_{k}\right\|_{2}-\left\|P_{k}^{-1} n_{k}\right\|_{2} \\
& =\left(1-\frac{\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\left\|P_{k}^{-1} t_{k}\right\|_{2}}\right)\left\|P_{k}^{-1} t_{k}\right\|_{2} \geq\left(\frac{\kappa_{\mathrm{tn}}-1}{\kappa_{\mathrm{tn}}}\right)\left\|P_{k}^{-1} t_{k}\right\|_{2} \tag{4.48}
\end{align*}
$$

We also have that

$$
\begin{align*}
-\Delta m_{k}^{f, n} & =\nabla f\left(x_{k}, s_{k}\right)^{T} n_{k}+\frac{1}{2} n_{k}^{T} G_{k} n_{k} \\
& =\left(P_{k} \nabla f\left(x_{k}, s_{k}\right)\right)^{T} P_{k}^{-1} n_{k}+\frac{1}{2}\left(P_{k}^{-1} n_{k}\right)^{T} P_{k} G_{k} P_{k}\left(P_{k}^{-1} n_{k}\right) \tag{4.49}
\end{align*}
$$

Using the triangle and Cauchy-Schwarz inequalities, Lemma 4.2, and the fact that (3.12), (4.47b) and (4.46b) imply $\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \leq 1$, we then have

$$
\begin{equation*}
\left|\Delta m_{k}^{f, n}\right| \leq \kappa_{\mathrm{ub}}\left(\left\|P_{k}^{-1} n_{k}\right\|_{2}+\frac{1}{2}\left\|P_{k}^{-1} n_{k}\right\|_{2}^{2}\right) \leq 2 \kappa_{\mathrm{ub}}\left\|P_{k}^{-1} n_{k}\right\|_{2} . \tag{4.50}
\end{equation*}
$$

Moreover, it follows from the fact that $k \in \mathcal{T} \backslash \mathcal{T}_{0}$, Lemma 4.3(ii), (4.47a), (3.38), (4.47b), and (4.46b) that

$$
\begin{equation*}
\Delta m_{k}^{f, t} \geq \kappa_{\mathrm{ct}} \epsilon_{\pi} \min \left\{\epsilon_{\pi},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fb}}\right\}=\kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t} . \tag{4.51}
\end{equation*}
$$

Combining (4.51), (4.50), $k \in \mathcal{T} \backslash \mathcal{I}_{0}$, Lemma 4.4, (4.48), (4.47c), and (4.46a) yields

$$
\begin{aligned}
\frac{\left|\Delta m_{k}^{f, n}\right|}{\Delta m_{k}^{f, t}} & \leq \frac{2 \kappa_{\mathrm{ub}}\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t}} \leq \frac{2 \kappa_{\mathrm{ub}}\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right)\left\|P_{k}^{-1} d_{k}\right\|_{2}} \\
& \leq \frac{2 \kappa_{\mathrm{ub}} \kappa_{\mathrm{tn}}}{\kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right)\left(\kappa_{\mathrm{tn}}-1\right)} \frac{\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\left\|P_{k}^{-1} t_{k}\right\|_{2}} \leq 1-\kappa_{\delta}
\end{aligned}
$$

Hence, (2.10) holds, which completes the proof.
We next prove that if the primal iterate is nearly feasible, then certain $v$-iterations will be successful.

Lemma 4.26 If $k \in \mathcal{V} \cap \mathcal{D}$,

$$
\begin{equation*}
\left\|P_{k}^{-1} t_{k}\right\|_{2} \leq \varsigma_{\mathrm{t}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \tag{4.52}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{k} \leq \min \left\{\kappa_{\mathrm{c}}, \frac{\kappa_{\Delta \mathrm{cl}}}{\kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}}}, \frac{\kappa_{\Delta \mathrm{c} 3}}{\kappa_{\Delta \mathrm{c} 2}}, \frac{1-\kappa_{\mathrm{fbn}}}{\kappa_{\mathrm{J}}}, \frac{1-\kappa_{\mathrm{fbn}}}{\kappa_{\Delta \mathrm{c} 2} \kappa_{\mathrm{J}}}, \frac{\kappa_{\mathrm{R} 1} \kappa_{\mathrm{J}}^{2}}{2 \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sR} \kappa} \kappa_{\mathrm{ub}}}, \frac{\kappa_{\mathrm{J}}^{3} \kappa_{\mathrm{R} 2} \kappa_{\mathrm{SRn}}\left(1-\eta_{1}\right)}{2 \kappa_{\mathrm{C}}\left(1+\varsigma_{\mathrm{tn}}\right)^{2} \kappa_{\mathrm{ub}}}\right\} \tag{4.53}
\end{equation*}
$$

then $k \in \mathcal{S}_{v}$ and $\delta_{k+1}^{v} \geq \delta_{k}^{v}$.

Proof Consider $k \in \mathcal{V} \cap \mathcal{D}$ such that (4.52) and (4.53) hold. If $n_{k}=0$, then (4.52) implies that $t_{k}=0$, which in turn implies by Lemma 3.3(vi) that $k \in \mathcal{Y}$. However, this contradicts the supposition that $k \in \mathcal{V}$, so we must have $n_{k} \neq 0$. In this case, Lemma 3.3(ii) ensures that $k \in \mathcal{N}$, so that overall we have $k \in \mathcal{N} \cap \mathcal{V} \cap \mathcal{D}$.

To obtain a contradiction, suppose that $k \notin \mathcal{S}_{v}$, so that overall we have $k \in(\mathcal{N} \cap$ $\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$. This and the bound (4.53) imply that the results of Lemmas 4.22 and 4.24 hold, i.e., that (4.41) and (4.44) hold. Moreover, $k \in \mathcal{D}$ and Lemma 3.3(ix) imply that (2.15) holds. Using this and the facts that $n_{k} \neq 0$ and $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, it follows from (3.36) that $\rho_{k}^{v}<\eta_{1}$. However, since (4.41) and (4.44) hold,

$$
\Delta m_{k}^{v, d} \geq \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{R} 1}, \kappa_{\mathrm{R} 2}\left\|\operatorname{Proj}_{k}\left(P_{k}^{-1} d_{k}\right)\right\|_{2}\right\} \geq \kappa_{\mathrm{J}} \min \left\{\kappa_{\mathrm{R} 1}, \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sR} \mathrm{R}}\left\|P_{k}^{-1} n_{k}\right\|_{2}\right\} .
$$

In fact, it follows from (4.40), Lemma 4.2 and (4.53) that

$$
\kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq \frac{2 \kappa_{\mathrm{R} 2} \kappa_{\mathrm{SRn}}}{\kappa_{\mathrm{J}}^{2}} \pi_{k}^{v} \leq \frac{2 \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}} \kappa_{\mathrm{ub}}}{\kappa_{\mathrm{J}}^{2}} v_{k} \leq \kappa_{\mathrm{R} 1},
$$

and thus

$$
\begin{equation*}
\Delta m_{k}^{v, d} \geq \kappa_{1} \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}}\left\|P_{k}^{-1} n_{k}\right\|_{2} . \tag{4.54}
\end{equation*}
$$

Furthermore, by (2.13), (4.2), (4.54), the triangle inequality, (4.52), (4.40), the CauchySchwarz inequality, Lemma 4.2, and (4.53), we have that

$$
\begin{aligned}
\left|\rho_{k}^{v}-1\right| & =\left|\frac{v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right)-m_{k}^{v}\left(d_{k}\right)}{\Delta m_{k}^{v, d}}\right| \leq \frac{\kappa_{\mathrm{C}}\left\|P_{k}^{-1} d_{k}\right\|_{2}^{2}}{\kappa_{\mathrm{J}} \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}}\left\|P_{k}^{-1} n_{k}\right\|_{2}} \\
& \leq \frac{\kappa_{\mathrm{C}}\left(1+\varsigma_{\mathrm{tn}}\right)^{2}\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\kappa_{\mathrm{J}} \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}}} \leq \frac{2 \kappa_{\mathrm{C}}\left(1+\varsigma_{\mathrm{tn}}\right)^{2} \kappa_{\mathrm{ub}}}{\kappa_{\mathrm{J}}^{3} \kappa_{\mathrm{R} 2} \kappa_{\mathrm{sRn}}} v_{k} \leq 1-\eta_{1},
\end{aligned}
$$

and hence $\rho_{k}^{v} \geq \eta_{1}$, which is a contradiction. Thus, we must conclude that $k \in \mathcal{S}_{v}$. The fact that $\delta_{k+1}^{v} \geq \delta_{k}^{v}$ now follows from the fact that $k \in \mathcal{S}_{v}$ and (3.34).

We now prove finite termination when the set of successful $v$-iterations is finite.

## Lemma 4.27 If $\left|\mathcal{S}_{v}\right|<\infty$, then Algorithm 2 terminates finitely.

Proof We prove the result by contradiction, and so suppose that $\left|\mathcal{S}_{v}\right|<\infty$, but that Algorithm 2 does not terminate finitely. It then follows from Theorem 4.11 that $|\mathcal{S}|=\infty$, which when combined with the fact that $\left|\mathcal{S}_{v}\right|<\infty$ implies that $\left|\mathcal{S}_{f}\right|=\infty$; i.e., it follows that there are an infinite number of successful iterations, and all belong to $\mathcal{S}_{f}$ for all sufficiently large $k$. We may also deduce from these facts-and since the barrier function is decreased for $k \in \mathcal{S}_{f}$ and the slack reset only possibly decreases the barrier function-that the sequence $\left\{f\left(x_{k}, s_{k}\right)\right\}$ is monotonically decreasing for sufficiently large $k$. Moreover, since $v_{k+1}^{\max } \leftarrow v_{k}^{\max }$ for all $k \notin \mathcal{S}_{v}$ and $\left|\mathcal{S}_{v}\right|<\infty$, we have that there exists a constant $v_{\infty}^{\max }>0$ such that

$$
\begin{equation*}
v_{k}^{\max }=v_{\infty}^{\max }>0 \text { for all sufficiently large } k \tag{4.55}
\end{equation*}
$$

We now consider two cases depending on whether, for some $\epsilon_{f}>0$, (4.11) holds.

Case 1: Suppose that (4.11) holds for some $\epsilon_{f}>0$. It then follows from Lemma 4.9 that (4.12) also holds, in which case we have from (3.19a)/(3.23a), the fact that $\mathcal{S}_{f} \subseteq$ $\mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{I}_{0}$, Lemma 4.3(ii), (4.11), (4.12), (3.38), and (4.55) that

$$
\begin{align*}
\Delta m_{k}^{f, t} & \geq \kappa_{\mathrm{ct}} \pi_{k}^{f} \min \left\{\pi_{k}^{f},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& \geq \kappa_{\mathrm{ct}} \epsilon_{f} \min \left\{\epsilon_{f},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{fbt}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& \geq \kappa_{\mathrm{ct}} \epsilon_{f} \min \left\{\epsilon_{f},\left(1-\kappa_{\mathrm{B}}\right) \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \epsilon_{\mathcal{F}}, \kappa_{\mathrm{v}} v_{\infty}^{\max }\right\},\left(1-\kappa_{\mathrm{fb}}\right) \kappa_{\mathrm{fbn}}\right\} \tag{4.56}
\end{align*}
$$

for sufficiently large $k \in \mathcal{S}_{f}$. We now consider two subcases, deriving contradictions in each, which will prove that the condition of this case (namely, that there exists $\epsilon_{f}>0$ such that (4.11) holds) cannot occur.
Subcase 1.1: Suppose there exists an infinite subsequence $\mathcal{K}_{f} \subseteq \mathcal{S}_{f}$ such that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{f}} \rightarrow 0$. Since $\delta_{k+1}^{v}<\delta_{k}^{v}$ only if $k \in \mathcal{V} \backslash \mathcal{S}_{v}$ and $\delta_{k+1}^{v} \leftarrow \delta_{k}^{v}$ otherwise (and any potential reset of $\delta_{k}^{v}$ in Step 13 increases its value), it follows that there exists an infinite subsequence $\mathcal{K}_{v} \subseteq \mathcal{V} \backslash \mathcal{S}_{v}$ such that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$. Our goal in the remainder of this subcase is to prove that for all sufficiently large $k \in \mathcal{K}_{v} \subseteq \mathcal{V}$, we have that all of the conditions of an $f$-iteration are satisfied, which is a contradiction since $\mathcal{V} \cap \mathcal{F}=\emptyset$. This will prove that such a sequence $\mathcal{K}_{f} \subseteq \mathcal{S}_{f}$ cannot exist.

Using the fact that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$ and Lemma 4.6, we may conclude that, for all sufficiently large $k \in \mathcal{K}_{v}$, we have $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$. In addition, since $\left|\mathcal{S}_{v}\right|<\infty$ and $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, we may conclude from Lemma 4.8(ii) and Lemma 4.15 that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, which in turn implies with Lemma 4.17 that $\left\{v_{k}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$. Now, suppose that there exists an infinite subsequence $\mathcal{K}_{v}^{\prime} \subseteq \mathcal{K}_{v}$ such that $\mathcal{K}_{v}^{\prime} \cap \mathcal{N}=\emptyset$. The following then hold for all sufficiently large $k \in \mathcal{K}_{v}^{\prime} \subseteq \mathcal{K}_{v} \subseteq \mathcal{V} \backslash \mathcal{S}_{v}$ :
(a) $n_{k}=0$ by Lemma 3.3(ii) (and thus (2.10) holds);
(b) $t_{k} \neq 0$ by (a), Lemma 3.3(vi), and the fact that $k \in \mathcal{V}$; and
(c) $v_{k}<\kappa_{\mathrm{vv}} v_{k}^{\max }=\kappa_{\mathrm{vv}} \mathrm{m}_{\infty}^{\max }$ by Step 10, (3.2), and (4.55).

It then follows from Assumption 1.1, Lemma 4.4, the fact that $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}^{\prime}} \rightarrow 0$, statement (c) above, and the bound $\kappa_{\mathrm{vv}}<1$ that $v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right) \leq v_{k}^{\max }$ for all sufficiently large $k \in \mathcal{K}_{v}^{\prime}$. Overall, this yields (2.11), and thus we have that all of the conditions of an $f$-iteration hold, so $k \in \mathcal{F}$. However, this is a contradiction since $k \in \mathcal{K}_{v}^{\prime} \subseteq \mathcal{V}$ and $\mathcal{V} \cap \mathcal{F}=\emptyset$. Thus, such an infinite subsequence $\mathcal{K}_{v}^{\prime} \subseteq \mathcal{K}_{v}$ cannot exist, so we may conclude that for all sufficiently large $k \in \mathcal{K}_{v}$ we have $k \in \mathcal{N}$. To summarize, at this point in this subcase, we may assume without loss of generality that there exists an infinite subsequence $\mathcal{K}_{v} \subseteq(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$ over which $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0,\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, and $\left\{v_{k}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$.

It follows from Lemma $4.24, \mathcal{K}_{v} \subseteq(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$, and $\left\{v_{k}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$ that $m_{k}^{v}\left(d_{k}\right) \leq \kappa_{\text {cld }} v_{k}$ for all sufficiently large $k \in \mathcal{K}_{v}$. Using this fact, (4.2), the triangle inequality, Lemmas 4.4, 3.7, and (4.55), we have

$$
v\left(x_{k}^{+}, s_{k}^{+}\right) \leq \kappa_{\mathrm{cld}} v_{\infty}^{\max }+\kappa_{\mathrm{C}}\left(\delta_{k}^{v}\right)^{2} \text { for all sufficiently large } k \in \mathcal{K}_{v}
$$

This then implies that $v\left(x_{k}^{+}, s_{k}^{+}\right) \leq v_{\infty}^{\text {max }}=v_{k}^{\text {max }}$ for all sufficiently large $k \in \mathcal{K}_{v}$ such that $\left(\delta_{k}^{v}\right)^{2} \leq\left(\left(1-\kappa_{\text {cld }}\right) / \kappa_{\mathrm{c}}\right) v_{\infty}^{\max }$. Thus, since $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, we may conclude that (2.11) holds for all sufficiently large $k \in \mathcal{K}_{v}$.

Next, suppose that for $\zeta_{\mathrm{t}}>0$ defined in (4.46a), we have

$$
\begin{equation*}
\left\|P_{k}^{-1} t_{k}\right\|_{2} \leq \varsigma_{\mathrm{m}}\left\|P_{k}^{-1} n_{k}\right\|_{2} \text { for all sufficiently large } k \in \mathcal{K}_{v} . \tag{4.57}
\end{equation*}
$$

We may then use $\mathcal{K}_{v} \subseteq(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}),\left\{v_{k}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, (4.57), and Lemma 4.26 to conclude that $\left|\mathcal{S}_{v} \cap \mathcal{K}_{v}\right|=\infty$, which contradicts the fact that $\left|\mathcal{S}_{v}\right|<\infty$. Therefore, there exists an infinite subsequence $\mathcal{K}_{v}^{\prime \prime} \subseteq \mathcal{K}_{v}$ such that if $k \in \mathcal{K}_{v}^{\prime \prime}$ then (4.57) fails.

We now show that with $k \in \mathcal{K}_{v}^{\prime \prime} \subseteq \mathcal{K}_{v} \subseteq \mathcal{V} \backslash \mathcal{S}_{v}$, the conditions of Lemma 4.25 hold. Consider $k \in \mathcal{K}_{v}^{\prime \prime}$. First, since $k \in \mathcal{K}_{v}^{\prime \prime} \subseteq \mathcal{V}$, we know that $k \notin \mathcal{Y}$. Second, since $k \in \mathcal{K}_{v}^{\prime \prime}$, we know from the previous paragraph that (4.57) does not hold, and therefore that $t_{k} \neq 0$ and $r_{k}$ was computed to satisfy (3.15a), (3.15b), or (3.15c). Since we have supposed that the algorithm does not terminate finitely, we may use the fact that $\left\{v_{k}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$ along with (3.15a) to conclude that (4.47a) holds for all sufficiently large $k \in \mathcal{K}_{v}^{\prime \prime}$. Third, since $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{v}} \rightarrow 0$, we have that (4.47b) holds for all sufficiently large $k \in \mathcal{K}_{v}^{\prime \prime}$. Fourth, we know from the definition of the set $\mathcal{K}_{v}^{\prime \prime}$ that (4.57) fails, which is to say that (4.47c) holds. We may now apply Lemma 4.25 to deduce that $t_{k} \neq 0$ and (2.10) holds for all sufficiently large $k \in \mathcal{K}_{v}^{\prime \prime}$. Thus, along with our previous conclusion that (2.11) holds for all sufficiently large $k \in \mathcal{K}_{v}$, we conclude that for all sufficiently large $k \in \mathcal{K}_{v}^{\prime \prime}$ we have that all of the conditions of an $f$-iteration are satisfied. However, as previously mentioned, this is impossible since $\mathcal{K}_{v}^{\prime \prime} \subseteq \mathcal{K}_{v} \subseteq \mathcal{V}$ and $\mathcal{F} \cap \mathcal{V}=\emptyset$. Thus, our supposition for Subcase 1.1 that there is an infinite subsequence $\mathcal{K}_{f} \subseteq \mathcal{S}_{f}$ with $\left\{\delta_{k}^{v}\right\}_{k \in \mathcal{K}_{f}} \rightarrow 0$, is impossible.

Subcase 1.2: Suppose that there exists $\epsilon_{*}>0$ such that $\delta_{k}^{v} \geq \epsilon_{*}$ for all $k \in \mathcal{S}_{f}$, and recall that $\left|\mathcal{S}_{f}\right|=\infty$. We may combine (4.56) and $\delta_{k}^{v} \geq \epsilon_{*}$ for all $k \in \mathcal{S}_{f}$ to conclude that there exists $k^{\prime}$ such that, for all $k \geq k^{\prime}$ with $k \in \mathcal{S}_{f}$, we have

$$
\begin{equation*}
\Delta m_{k}^{f, t} \geq \kappa_{\mathrm{ct}} \epsilon_{f} \min \left\{\epsilon_{f},\left(1-\kappa_{\mathrm{B}}\right) \min \left\{\kappa_{\mathrm{vf}} \epsilon_{*}, \epsilon_{\mathcal{F}}, \kappa_{\mathrm{v}} v_{\infty}^{\max }\right\},\left(1-\kappa_{\mathrm{fbt}}\right) \kappa_{\mathrm{fb}}\right\}>0 . \tag{4.58}
\end{equation*}
$$

Combining $\left|\mathcal{S}_{v}\right|<\infty,\left|\mathcal{S}_{f}\right|=\infty$, (2.12), and (2.10) (which holds for $k \in \mathcal{F}$ ) yields

$$
\begin{equation*}
f\left(x_{k^{\prime}}, s_{k^{\prime}}\right)-f\left(x_{k}, s_{k}\right)=\sum_{j=k^{\prime}, j \in \mathcal{S}_{f}}^{k-1}\left[f\left(x_{j}, s_{j}\right)-f\left(x_{j+1}, s_{j+1}\right)\right] \geq \eta_{1} \kappa_{\delta} \sum_{j=k^{\prime}, j \in \mathcal{S}_{f}}^{k-1} \Delta m_{j}^{f, t}, \tag{4.59}
\end{equation*}
$$

which with (4.58) proves that $\left\{f\left(x_{k}, s_{k}\right)\right\} \rightarrow-\infty$. However, this is a contradiction since $f$ is bounded below by Lemma 4.2 and Assumptions 1.1 and 4.1.

Since neither Subcase 1.1 nor 1.2 can occur, it follows that Case 1 cannot occur.
Case 2: Suppose that there exists $\mathcal{K} \subseteq \mathcal{F}$ with

$$
\begin{equation*}
\lim _{k \in \mathcal{K}} \pi_{k}^{f}=0 \tag{4.60}
\end{equation*}
$$

For all $k \in \mathcal{K} \subseteq \mathcal{F} \subseteq \mathcal{T} \backslash \mathcal{T}_{0}$, we have that $t_{k} \neq 0$ was computed (and not reset to zero), in which case (3.15b) must not hold. Combining this with (4.60) shows that $0=\lim _{k \in \mathcal{K}} \pi_{k}^{f} \geq \lim _{k \in \mathcal{K}} \omega_{t}\left(\pi_{k}^{v}\right) \geq 0$, so that $\left\{\pi_{k}^{v}\right\}_{k \in \mathcal{K}}=0$. Hence, by Lemma 4.17,
$\left\{v_{k}\right\}_{k \in \mathcal{K}} \rightarrow 0$, which when combined with (4.60) shows that (3.15a) will be satisfied for all sufficiently large $k \in \mathcal{K}$. However, this contradicts our supposition that the algorithm does not terminate finitely.

The previous result proves that if the algorithm does not terminate finitely, then there are an infinite number of successful $v$-iterations. We now establish an important consequence of this fact.

Lemma 4.28 If $\left|\mathcal{S}_{v}\right|=\infty$ and (4.52) holds for all sufficiently large $k \in \mathcal{V} \cap \mathcal{D}$, then

$$
\begin{equation*}
\delta_{k}^{v} \geq \epsilon_{*} \text { for some } \epsilon_{*}>0 \text { for all } k \tag{4.61}
\end{equation*}
$$

Proof First, by Lemma 4.23, the fact that $\left|\mathcal{S}_{v}\right|=\infty$ implies that $\left\{v_{k}\right\} \rightarrow 0$. Hence, for sufficiently large $k \in \mathcal{V} \cap \mathcal{D}$, we have that (4.52) and (4.53) hold, which implies by Lemma 4.26 that $\delta_{k+1}^{v} \geq \delta_{k}^{v}$. Second, if $k \in \mathcal{V} \backslash \mathcal{D}$, then it follows from Lemma 4.6 that $\kappa_{\mathrm{vf}} \delta_{k}^{v} \geq \min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}, \kappa_{\mathrm{v}} v_{k}^{\text {max }}\right\}>\kappa_{\mathcal{V}}$. Third, if $k \in \mathcal{Y} \cup \mathcal{F}$, then by (3.24), (3.28), and (3.29) we have that $\delta_{k+1}^{v} \geq \delta_{k}^{v}$. The result follows by combining these facts.

We now prove a result about certain $v$-iterations that are unsuccessful.
Lemma 4.29 If $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, (4.43) holds,

$$
\begin{equation*}
v_{k}^{\max } \leq \min \left\{\left(\frac{1-\kappa_{\mathrm{cld}}}{\kappa_{\mathrm{C}}}\right)^{2},\left(\frac{1-\kappa_{\mathrm{vv}}}{\kappa_{\mathrm{C}}}\right)^{2},\left(\frac{\kappa_{\mathcal{V}}}{\kappa_{\mathrm{vf}}}\right)^{\frac{4}{3}}\right\} \tag{4.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{k}^{v} \leq\left(v_{k}^{\max }\right)^{\frac{3}{4}} \tag{4.63}
\end{equation*}
$$

then $k \in \mathcal{D}$ and (2.11) holds.
Proof Let $k \in \mathcal{V} \backslash \mathcal{S}_{v}$ and observe that (4.62) and (4.63) imply that $\kappa_{\mathrm{vf}} \delta_{k}^{v} \leq \kappa_{\mathcal{V}}$. Hence, by Lemma 4.6, we have that $k \in \mathcal{D}$. That is, $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$. We now consider two cases depending on whether or not $k \in \mathcal{N}$.

Suppose $k \in \mathcal{N}$ so that $k \in(\mathcal{N} \cap \mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$. It then follows from (4.2), the triangle inequality, the fact that (4.43) holds, and Lemmas 4.4 and 4.24 that

$$
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right) \leq \kappa_{\mathrm{cld}} v_{k}+\kappa_{\mathrm{C}}\left(\delta_{k}^{v}\right)^{2}
$$

Then, from this inequality, Lemma 3.7, (4.63), and (4.62), we have that

$$
\begin{array}{r}
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{s}\right) \leq \kappa_{\mathrm{cld}} v_{k}^{\max }+\kappa_{\mathrm{C}}\left(v_{k}^{\max }\right)^{\frac{3}{2}} \\
=v_{k}^{\max }\left(\kappa_{\mathrm{cld}}+\kappa_{\mathrm{C}} \sqrt{v_{k}^{\max }}\right) \leq v_{k}^{\max },
\end{array}
$$

which means that (2.11) holds, as desired.
Now suppose $k \notin \mathcal{N}$ (so that $n_{k}=0$ ). It then follows from (4.2), the triangle inequality, Lemmas 4.4 and 3.7, (3.19d) (which holds since $k \in \mathcal{D}$ ), and the fact that $v_{k}<\kappa_{\mathrm{vv}} v_{k}^{\max }$ (which holds by (3.2) since $k \notin \mathcal{N}$ ), (4.62), and (4.63) that

$$
\begin{aligned}
v\left(x_{k}+d_{k}^{x}, s_{k}+d_{k}^{S}\right) & \leq m_{k}^{v}\left(d_{k}\right)+\kappa_{\mathrm{C}}\left(\delta_{k}^{v}\right)^{2} \\
& \leq \kappa_{\mathrm{vv}} v_{k}^{\max }+\kappa_{\mathrm{C}}\left(v_{k}^{\max }\right)^{\frac{3}{2}} \leq v_{k}^{\max }\left(\kappa_{\mathrm{vv}}+\kappa_{\mathrm{C}} \sqrt{v_{k}^{\max }}\right) \leq v_{k}^{\max }
\end{aligned}
$$

which means that (2.11) holds, as desired.
We now prove that there are a finite number of successful $v$-iterations.
Theorem 4.30 The set $\mathcal{S}_{v}$ is finite.
Proof We prove the result by contradiction, and so suppose that $\left|\mathcal{S}_{v}\right|=\infty$. It then follows from Lemma 4.23 that $\left\{v_{k}^{\max }\right\} \rightarrow 0,\left\{v_{k}\right\} \rightarrow 0,\left\{\pi_{k}^{v}\right\} \rightarrow 0$, and $\left\{n_{k}\right\} \rightarrow 0$. Moreover, since $\left|\mathcal{S}_{v}\right|=\infty$, we have that (3.15a) must not hold for all sufficiently large $k$, or else the algorithm would terminate finitely in Step 21 or 35, which is a contradiction. Thus, since $\left\{v_{k}\right\} \rightarrow 0$, we have

$$
\begin{equation*}
\pi_{k}^{f} \geq \epsilon_{\pi}>0 \text { for all sufficiently large } k . \tag{4.64}
\end{equation*}
$$

It follows from this fact and Lemma 4.9 that (4.12) holds. Also it follows from the facts that $\left\{v_{k}\right\} \rightarrow 0,\left\{v_{k}^{\max }\right\} \rightarrow 0$, and $\left|\mathcal{S}_{v}\right|=\infty$ that there exists $k_{0}$ such that (4.43), (4.53), and (4.62) hold for all $k \geq k_{0}$.

We now prove a lower bound for $\delta_{k}^{v}$ that holds for all sufficiently large $k$, written as equation (4.68) below. We prove the bound by considering two cases.

Case 1: Suppose that (4.52) holds for all sufficiently large $k \geq k_{0}$ such that $k \in \mathcal{V} \cap \mathcal{D}$. Then, since $\left|\mathcal{S}_{v}\right|=\infty$, we may apply Lemma 4.28 to deduce that (4.61) holds for all sufficiently large $k$.

Case 2: Suppose that there exists an infinite index set

$$
\mathcal{K}_{1}:=\left\{k \geq k_{0}: k \in \mathcal{V} \cap \mathcal{D} \text { and }\left\|P_{k}^{-1} t_{k}\right\|_{2}>\varsigma_{\text {tn }}\left\|P_{k}^{-1} n_{k}\right\|_{2}\right\} .
$$

Since $\delta_{k}^{v}\left(v_{k}^{\text {max }}\right)$ is not decreased (increased) for $k \in \mathcal{S}_{v} \cup \mathcal{Y} \cup \mathcal{F}$, our goal is to provide a lower bound for $\delta_{k}^{v}$ over $k \in \mathcal{K}_{1} \backslash \mathcal{S}_{v}$. We do this by considering two subcases.
Subcase 1: Consider $k$ such that $k_{0} \leq k \in \mathcal{K}_{1} \backslash\left(\mathcal{S}_{v} \cup \mathcal{N}\right)$. Since $k \notin \mathcal{N}$, it follows from Lemma 3.3(ii) that $n_{k}=0$. By Lemma 3.3(vi), this means that $t_{k} \neq 0$ (since otherwise we would have $k \in \mathcal{Y}$ ), which in turn means by Lemma 3.3(v) that $k \in \mathcal{T} \backslash \mathcal{T}_{0}$ and that (2.10) holds (since $n_{k}=0$ ). We may then conclude from the fact that $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, the choice of $k_{0}$ being large enough such that (4.43) and (4.62) hold for $k \geq k_{0}$, and Lemma 4.29 that if (4.63) holds, then (2.11) also holds. However, this would imply that $k \in \mathcal{F}$, which contradicts the definition of $\mathcal{K}_{1}$ since $\mathcal{V} \cap \mathcal{F}=\emptyset$. Thus, (4.63) must not hold and

$$
\begin{equation*}
\delta_{k}^{v}>\left(v_{k}^{\max }\right)^{\frac{3}{4}} \text { for all } k \text { such that } k_{0} \leq k \in \mathcal{K}_{1} \backslash\left(\mathcal{S}_{v} \cup \mathcal{N}\right) \tag{4.65}
\end{equation*}
$$

Subcase 2: Consider $k$ such that $k_{0} \leq k \in\left(\mathcal{K}_{1} \cap \mathcal{N}\right) \backslash \mathcal{S}_{v}$. By (4.64), we have that (4.47a) holds. Similarly, by the definition of $\mathcal{K}_{1}$, we have that (4.47c) holds. Now suppose that (4.47b) and (4.63) both hold. Then, since $k \notin \mathcal{Y}$ and (4.47a), (4.47b),
and $(4.47 \mathrm{c})$ all hold, we may apply Lemma 4.25 to conclude that $t_{k} \neq 0$ and (2.10) holds. Also, since $k \in \mathcal{V} \backslash \mathcal{S}_{v}$, we have shown that (4.43) and (4.62) hold, and we have supposed that (4.63) holds, we may apply Lemma 4.29 to conclude that (2.11) holds. Overall, we have shown that all of the conditions of an $f$-iteration are satisfied so that $k \in \mathcal{F}$. However, this contradicts the fact that $k \in \mathcal{K}_{1} \subseteq \mathcal{V}$ and $\mathcal{V} \cap \mathcal{F}=\emptyset$. Therefore, at least one of (4.47b) or (4.63) must not hold, yielding

$$
\begin{equation*}
\delta_{k}^{v}>\min \left\{\frac{\varsigma_{\delta}}{\kappa_{\mathrm{vf}}},\left(v_{k}^{\max }\right)^{\frac{3}{4}}\right\} \text { for all } k \text { such that } k_{0} \leq k \in\left(\mathcal{K}_{1} \cap \mathcal{N}\right) \backslash \mathcal{S}_{v} \tag{4.66}
\end{equation*}
$$

Combining (4.65)/(4.66) from Subcases $1 / 2$ shows that, for Case 2 , we have

$$
\begin{equation*}
\delta_{k}^{v} \geq \min \left\{\frac{\varsigma_{\delta}}{\kappa_{\mathrm{vf}}},\left(v_{k}^{\max }\right)^{\frac{3}{4}}\right\} \text { for all } k \text { such that } k_{0} \leq k \in \mathcal{K}_{1} \backslash \mathcal{S}_{v} . \tag{4.67}
\end{equation*}
$$

Moreover, the fact that $\left\{v_{k}\right\} \rightarrow 0$ and Lemma 4.26 implies that for any $k$ with $k_{0} \leq$ $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{K}_{1}$, we have $k \in \mathcal{S}_{v}$. Thus, for all $k \geq k_{0}$ with $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$, we have $k \in \mathcal{K}_{1} \backslash \mathcal{S}_{v}$. As a result, the inequality in (4.67) holds for all $k$ with $k_{0} \leq$ $k \in(\mathcal{V} \cap \mathcal{D}) \backslash \mathcal{S}_{v}$. This conclusion, along with the deduction that $\kappa_{\mathrm{vf}} \delta_{k}^{v}>\kappa_{\mathcal{V}}$ for all $k \in \mathcal{V} \backslash \mathcal{D}$ from Lemma 4.6 yields

$$
\delta_{k}^{v} \geq \min \left\{\frac{\zeta_{\delta}}{\kappa_{\mathrm{vf}}},\left(v_{k}^{\max }\right)^{\frac{3}{4}}, \frac{\kappa_{\mathcal{V}}}{\kappa_{\mathrm{vf}}}\right\} \text { for all } k \text { with } k_{0} \leq k \in \mathcal{V} \backslash \mathcal{S}_{v}
$$

which, when combined with the fact that $\delta_{k}^{v}\left(\right.$ resp. $\left.v_{k}^{\max }\right)$ is not decreased (resp. increased) for $k \in \mathcal{S}_{v} \cup \mathcal{Y} \cup \mathcal{F}$, yields

$$
\delta_{k}^{v} \geq \min \left\{\frac{\zeta_{\delta}}{\kappa_{\mathrm{vf}}},\left(v_{k}^{\max }\right)^{\frac{3}{4}}, \frac{\kappa_{\nu}}{\kappa_{\mathrm{vf}}}\right\} \text { for all } k \geq k_{0} .
$$

Combining the results of Cases 1 and 2, we have that

$$
\begin{equation*}
\kappa_{\mathrm{vf}} \delta_{k}^{v} \geq \min \left\{\kappa_{\mathrm{vf}} \epsilon_{*}, \varsigma_{\delta}, \kappa_{\mathrm{vf}}\left(v_{k}^{\max }\right)^{\frac{3}{4}}, \kappa_{\mathcal{V}}\right\} \text { for all sufficiently large } k \tag{4.68}
\end{equation*}
$$

Using this fact, (4.12), and $\left\{v_{k}^{\max }\right\} \rightarrow 0$ yields

$$
\begin{equation*}
\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\} \geq \kappa_{\mathrm{vf}}\left(v_{k}^{\max }\right)^{\frac{3}{4}} \text { for large } k \tag{4.69}
\end{equation*}
$$

Under our supposition that the set $\mathcal{S}_{v}$ is infinite, at least one of the following two scenarios must occur. In both, we reach a contradiction to this supposition that $\mathcal{S}_{v}$ is infinite, which proves the theorem.
Scenario 1: Suppose that $\mathcal{S}_{1}:=\mathcal{S}_{v} \backslash \mathcal{T}$ is infinite. For $k \in \mathcal{S}_{1}$, we have that either (3.12) does not hold or (3.15b) holds. In fact, since (4.64) holds and $\left\{\pi_{k}^{v}\right\} \rightarrow 0$, condition (3.15b) cannot hold infinitely often for $k \in \mathcal{S}_{1}$, implying that for all sufficiently large $k \in \mathcal{S}_{1}$ we have that (3.12) does not hold. Then, since $t_{k}=0$ for $k \in \mathcal{S}_{1} \subseteq \mathcal{V}$, we have by Lemma 3.3(vi) that $n_{k} \neq 0$ (or else $k \in \mathcal{Y}$ ). We may now use the facts that
$v_{k}^{\max }>0, \delta_{k}^{v}>0$, and $\delta_{k}^{f}>0$ for all $k$, (4.40), (4.69), Lemmas 3.7 and 4.2 , and the fact that $\left\{v_{k}\right\} \rightarrow 0$ to conclude that, for sufficiently large $k \in \mathcal{S}_{1}$,

$$
\frac{\left\|P_{k}^{-1} n_{k}\right\|_{2}}{\min \left\{\kappa_{\mathrm{v} f} \delta_{k}^{v}, \delta_{k}^{f}\right\}} \leq \frac{2 \pi_{k}^{v}}{\kappa_{\mathrm{J}}^{2} \kappa_{\mathrm{vf}}\left(v_{k}^{\max }\right)^{\frac{3}{4}}} \leq \frac{2 \kappa_{\mathrm{ub}} v_{k}}{\kappa_{\mathrm{J}}^{2} \kappa_{\mathrm{vf}}\left(v_{k}\right)^{\frac{3}{4}}}=\frac{2 \kappa_{\mathrm{ub}}}{\kappa_{\mathrm{J}}^{2} \kappa_{\mathrm{vf}}} v_{k}^{\frac{1}{4}} \leq \kappa_{\mathrm{B}} .
$$

However, this means that (3.12) holds for all sufficiently large $k \in \mathcal{S}_{1}$, contradicting our earlier conclusion that it does not. Thus, this scenario cannot occur.
Scenario 2: Suppose that $\mathcal{S}_{2}=\mathcal{S}_{v} \cap \mathcal{T}$ is infinite. Our goal is to show that for all sufficiently large $k \in \mathcal{S}_{2}$, we have that all of the conditions of an $f$-iteration are satisfied, which is impossible since $\mathcal{S}_{2} \subseteq \mathcal{V}$ and $\mathcal{V} \cap \mathcal{F}=\emptyset$. We begin by showing that (2.10) holds for all sufficiently large $k \in \mathcal{S}_{2}$. To do this, first note that since $\mathcal{S}_{2} \subseteq \mathcal{S}_{v} \subseteq \mathcal{N}$ and $\left\{v_{k}\right\} \rightarrow 0$, we may apply the result of Lemma 4.22 for sufficiently large $k \in \mathcal{S}_{2}$. Then, using (4.49), the triangle and Cauchy-Schwarz inequalities, Lemma 4.2, (3.1b), and that $\left\{\pi_{k}^{v}\right\} \rightarrow 0$ (implying in turn that $2 \pi_{k}^{v} \leq \kappa_{J}^{2}$ and thus, in view of (4.40), that $\left\|P_{k}^{-1} n_{k}\right\|_{2} \leq 1$ for all sufficiently large $k$ ), it follows as in the proof of Lemma 4.25 (see (4.50)) that

$$
\begin{equation*}
\left|\Delta m_{k}^{f, n}\right| \leq \kappa_{\mathrm{ub}}\left(\left\|P_{k}^{-1} n_{k}\right\|_{2}+\frac{1}{2}\left\|P_{k}^{-1} n_{k}\right\|_{2}^{2}\right) \leq \frac{4 \kappa_{\mathrm{ub}}}{\kappa_{\mathrm{J}}^{2}} \pi_{k}^{v} \leq \frac{4 \kappa_{\mathrm{ub}}^{2}}{\kappa_{\mathrm{J}}^{2}} v_{k} \tag{4.70}
\end{equation*}
$$

for all sufficiently large $k \in \mathcal{S}_{2}$. It also follows from $\left\{v_{k}^{\max }\right\} \rightarrow 0, \mathcal{S}_{2} \subseteq \mathcal{V}$, and Lemma 4.6 that $k \in \mathcal{D}$ for all sufficiently large $k \in \mathcal{S}_{2}$. Moreover, since $\mathcal{S}_{2} \subseteq \mathcal{T}$, it follows that for all $k \in \mathcal{S}_{2}$ a tangential step $t_{k} \neq 0$ was computed to satisfy either (3.19) or (3.23). However, for all $k \in \mathcal{S}_{2}$, it follows from (2.15) that $n_{k} \neq 0$, and then from Lemma 3.3(xi) that $k \in \mathcal{T}_{\mathcal{D}}$, i.e., that (3.19) holds. This implies by (3.38) that $\delta_{k}^{t}=\min \left\{\kappa_{\mathrm{vf}} \delta_{k}^{v}, \delta_{k}^{f}\right\}$ for all sufficiently large $k \in \mathcal{S}_{2}$. Combining this with $k \in \mathcal{I}_{\mathcal{D}}$, (3.19a), Lemma 4.3(ii), (4.64), (4.69), $\left\{v_{k}^{\max }\right\} \rightarrow 0$, and Lemma 3.7 gives, for all sufficiently large $k \in \mathcal{S}_{2}$,

$$
\begin{aligned}
\Delta m_{k}^{f, t} & \geq \kappa_{\mathrm{ct}} \epsilon_{\pi} \min \left\{\epsilon_{\pi},\left(1-\kappa_{\mathrm{B}}\right) \delta_{k}^{t},\left(1-\kappa_{\mathrm{ft}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& =\kappa_{\mathrm{ct}} \epsilon_{\pi} \min \left\{\epsilon_{\pi},\left(1-\kappa_{\mathrm{B}}\right) \min \left\{\kappa_{\mathrm{vt}} \delta_{k}^{v}, \delta_{k}^{f}\right\},\left(1-\kappa_{\mathrm{ft}}\right) \kappa_{\mathrm{fbn}}\right\} \\
& \geq \kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right) \kappa_{\mathrm{vf}}\left(v_{k}^{\max }\right)^{\frac{3}{4}} \geq \kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right) \kappa_{\mathrm{vv}} v_{k}^{\frac{3}{4}} .
\end{aligned}
$$

Combining this with (4.70) and $\left\{v_{k}\right\} \rightarrow 0$ shows that

$$
\frac{\left|\Delta m_{k}^{f, n}\right|}{\Delta m_{k}^{f, t}} \leq \frac{4 \kappa_{\mathrm{ub}}^{2} v_{k}^{\frac{1}{4}}}{\kappa_{\mathrm{ct}} \epsilon_{\pi}\left(1-\kappa_{\mathrm{B}}\right) \kappa_{\mathrm{vf}} \kappa_{\mathrm{J}}^{2}} \leq 1-\kappa_{\delta} \text { for all sufficiently large } k \in \mathcal{S}_{2}
$$

Hence, (2.10) holds for sufficiently large $k \in \mathcal{S}_{2}$, as desired. From here, it follows from Step 30 that the computed tangential step is not reset to zero, i.e., $k \in \mathcal{T}_{\mathcal{D}} \backslash \mathcal{I}_{0}$ for all sufficiently large $k \in \mathcal{S}_{2}$, from which it follows that $t_{k} \neq 0$ for all sufficiently large $k \in \mathcal{S}_{2}$. Moreover, since $k \in \mathcal{S}_{v}$ implies by Lemma 3.7 that (2.11) holds, we
have from the fact that $\mathcal{S}_{2} \subseteq \mathcal{S}_{v}$ that (2.11) holds for all $k \in \mathcal{S}_{2}$. To summarize, we have shown that for all sufficiently large $k \in \mathcal{S}_{2}$, all conditions of an $f$-iteration are satisfied, which is a contradiction. Thus, this scenario cannot occur.

Overall, we have shown that under our supposition that $\left|\mathcal{S}_{v}\right|=\infty$, neither Scenario 1 nor 2 may occur. However, since one of them must occur when $\left|\mathcal{S}_{v}\right|=\infty$, we have reached a contradiction to our supposition, and the result is proved.

We conclude by summarizing our convergence results.
Theorem 4.31 The following hold for Algorithm 2:
(i) If Assumptions 1.1, 3.1, and 4.1 hold, then either Algorithm 2 terminates finitely or there exists an infinite index set $\mathcal{K}$ such that $\lim _{k \in \mathcal{K}} \min \left\{v_{k}, \chi_{k}^{v}\right\}=\lim _{k \in \mathcal{K}} \pi_{k}^{v}=$ 0 . In the latter case, any limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$ satisfies $\pi^{v}\left(x_{*}, s_{*}\right)=$ 0 and is therefore a critical point of minimizing $\frac{1}{2} v(x, s)^{2}$ subject to $s \geq 0$.
(ii) If Assumptions 1.1, 3.1, 4.1, and 4.2 hold, then either Algorithm 2 terminates finitely or there exists an infinite index set $\mathcal{K}$ such that $\lim _{k \in \mathcal{K}} \min \left\{v_{k}, \chi_{k}^{v}\right\}=$ $\lim _{k \in \mathcal{K}} \pi_{k}^{v}=0$. In the latter case, any limit point $\left(x_{*}, s_{*}\right)$ of $\left\{\left(x_{k}, s_{k}\right)\right\}_{k \in \mathcal{K}}$ satisfies $v\left(x_{*}, s_{*}\right)=0$ so that ( $x_{*}, s_{*}$ ) is feasible for (NPs).
(iii) If Assumptions 1.1, 3.1, 4.1, 4.2, and 4.3 hold, then either Algorithm 2 terminates finitely in Step 9 with an infeasible stationary point $\left(x_{k}, s_{k}\right)$ with $v_{k}>\kappa_{c}$ or it terminates finitely in Step 21 or 35 with an approximate first-order KKT point ( $x_{k}, s_{k}, y_{k}$ ) for the barrier problem (BSP).

Proof Part (i) follows from Lemmas 4.13, 4.15, and 4.16. Part (ii) follows from part (i) and Lemma 4.17. Also, it follows from Theorem 4.30 and Lemma 4.27 that Algorithm 2 terminates finitely. Thus, part (iii) follows since, under Assumption 4.3, a subsequence cannot converge to an infeasible stationary point with $v_{k} \leq \kappa_{\mathrm{c}}$. (For this last conclusion, recall Remark 4.20.)

## 5 A trust-funnel algorithm for the nonlinear optimization problem

The previous section considers the global convergence properties of our trust-funnel algorithm when applied to solve the barrier subproblem (BSP). This section describes how a sequence of barrier subproblems with decreasing values for the barrier parameter may be solved to find a first-order KKT point for (NPs).

To achieve our stated goal, we require the constants $\epsilon_{\pi}$ and $\epsilon_{v}$ in Algorithm 2 to depend on $\mu$. Moreover, for practical reasons, it is advisable to make other constants in Algorithm 2 depend on $\mu$ as well. In the previous section, for ease of exposition, we did not explicitly state these dependencies since $\mu$ was fixed. This does not pose a problem in this section since we use Algorithm 2 to solve a sequence of barrier problems where for each particular instance the barrier parameter is fixed and therefore our previous analysis still holds. A summary of the constants that depend on $\mu$ and precisely where they are used is given in Table 1. In addition to requiring them to be positive, it is appropriate to have them satisfy

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \epsilon_{\pi}(\mu)=\lim _{\mu \rightarrow 0} \epsilon_{v}(\mu)=\lim _{\mu \rightarrow 0} \kappa_{\mathrm{fbn}}(\mu)=\lim _{\mu \rightarrow 0} \kappa_{\mathrm{fbt}}(\mu)=0 \text { and } \tag{5.1}
\end{equation*}
$$

Table 1 Parameters for Algorithm 2 that depend on $\mu$

| Parameter | Used | Parameter | Used | Parameter | Used |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\kappa_{\mathrm{y}}=\kappa_{\mathrm{y}}(\mu)$ | $(3.10)$ | $\kappa_{\mathrm{D}}=\kappa_{\mathrm{D}}(\mu)$ | $(3.11)$ | $\epsilon_{\pi}=\epsilon_{\pi}(\mu)$ | $(3.15 \mathrm{a})$ |
| $\kappa_{\mathrm{fbt}}=\kappa_{\mathrm{fbt}}(\mu)$ | $(3.19 \mathrm{~b}) /(3.23 \mathrm{~b})$ | $\kappa_{\mathrm{fbn}}=\kappa_{\mathrm{fbn}}(\mu)$ | $(2.2) /(3.5)$ | $\epsilon_{v}=\epsilon_{v}(\mu)$ | $(3.15 \mathrm{a})$ |

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \kappa_{\mathrm{y}}(\mu)=\lim _{\mu \rightarrow 0} \kappa_{\mathrm{D}}(\mu)=\infty \tag{5.2}
\end{equation*}
$$

Moreover, the convergence result that we present additionally assumes that

$$
\begin{equation*}
\epsilon_{\pi}\left(\mu_{j}\right) \leq \zeta_{1} \mu_{j}^{\alpha} \text { and } \epsilon_{v}\left(\mu_{j}\right) \leq \zeta_{2} \mu_{j}^{\beta} \tag{5.3}
\end{equation*}
$$

for some $\zeta_{1} \in(0,1),\left\{\zeta_{2}, \beta\right\} \subset(0, \infty), \alpha \geq 1$, and that a particular choice for the positive-definite matrix $D_{k}$ in (3.11) is used; specifically, for each $1 \leq i \leq m$, let

$$
\left[d_{k}\right]_{i}:=\left[D_{k}\right]_{i i}:= \begin{cases}\kappa_{\mathrm{D}}\left(\mu_{j}\right) & \text { if } \mu_{j}\left[s_{k}\right]_{i}^{-2}>\kappa_{\mathrm{D}}\left(\mu_{j}\right)  \tag{5.4}\\ \mu_{j}\left[s_{k}\right]_{i}^{-2} & \text { otherwise }\end{cases}
$$

Other choices are possible, e.g., based on the primal-dual update $D_{k}=Y_{k} S_{k}^{-1}$, and only require a small modification in the proof.
With these requirements, we now state our method for solving problem (NPs).

```
Algorithm 3 Trust-funnel algorithm for solving (NPs).
    Input: \(\left(x_{0}, s_{0}, y_{0}, \mu_{0}\right)\) satisfying \(\left(s_{0}, y_{0}, \mu_{0}\right)>0\).
    Choose a parameter \(\gamma_{\mu} \in(0,1)\) and forcing functions \(\epsilon_{\pi}(\cdot)\) and \(\epsilon_{v}(\cdot)\).
    Set \(\left(x_{0}^{\text {start }}, s_{0}^{\text {start }}, y_{0}^{\text {start }}\right) \leftarrow\left(x_{0}, s_{0}, y_{0}\right)\) and \(j \leftarrow 0\).
    for \(j=0,1, \ldots\) do
        \(\operatorname{Obtain}\left(x_{j+1}, s_{j+1}, y_{j+1}\right)=\operatorname{BSP}\left(x_{j}^{\text {start }}, s_{j}^{\text {start }}, y_{j}^{\text {start }}, \mu_{j}, \epsilon_{\pi}\left(\mu_{j}\right), \epsilon_{v}\left(\mu_{j}\right)\right)\) from Algorithm 2.
        if Algorithm 2 terminated in Step 9 then
            Return the infeasible stationary point \(\left(x_{j+1}, s_{j+1}\right)\).
        Set \(\mu_{j+1} \in\left(0, \gamma_{\mu} \mu_{j}\right]\).
        Use \(\mu_{j}, \mu_{j+1}\), and \(\left(x_{j+1}, s_{j+1}, y_{j+1}\right)\) to compute the starting point \(\left(x_{j+1}^{\text {start }}, s_{j+1}^{\text {start }}, y_{j+1}^{\text {start }}\right)\).
```

Theorem 5.1 If Assumptions 1.1, 3.1, 4.1, 4.2, and 4.3 hold with (5.3)-(5.4), then
(i) Algorithm 3 returns an infeasible stationary point in Step 7, or
(ii) there exists a limit point $\left(x_{*}, s_{*}, y_{*}\right)$ of the iterates $\left\{\left(x_{j+1}, s_{j+1}, y_{j+1}\right)\right\}$ computed by Algorithm 3 such that $\left(x_{*}, s_{*}, y_{*}\right)$ is a first-order KKT point for problem (NPs).

Proof If statement (i) occurs, then there is nothing left to prove. Therefore, suppose that statement (i) does not occur, in which case we have that Algorithm 2 never terminates in Step 9 , which by (3.15a) and (5.3) means that for all $j \geq 0$ we have

$$
\begin{equation*}
\pi_{j+1}^{f}\left(y_{j+1}\right) \leq \epsilon_{\pi}\left(\mu_{j}\right) \leq \zeta_{1} \mu_{j}^{\alpha} \quad \text { and } \quad v_{j+1} \leq \epsilon_{v}\left(\mu_{j}\right) \leq \zeta_{2} \mu_{j}^{\beta} \tag{5.5}
\end{equation*}
$$

In particular, we have that the sequence $\left\{\left(x_{j+1}, s_{j+1}, y_{j+1}\right)\right\}$ is infinite, and from the second part of (5.5), the triangle inequality, and Assumption 4.1, that $\left\{s_{j+1}\right\}$ is bounded. Combining this fact with Assumption 4.1 implies the existence of an infinite index set $\mathcal{J}$ and a point $\left(x_{*}, s_{*}\right)$ with $s_{*} \geq 0$ such that

$$
\begin{equation*}
\lim _{j \in \mathcal{J}}\left(x_{j+1}, s_{j+1}\right)=\left(x_{*}, s_{*}\right) \tag{5.6}
\end{equation*}
$$

It follows from this fact, (5.5), $\mu_{j} \rightarrow 0$, and Assumption 1.1 that

$$
\begin{equation*}
\lim _{j \in \mathcal{J}} v_{j+1}=v\left(x_{*}, s_{*}\right)=0 \tag{5.7}
\end{equation*}
$$

We comment that for the remainder of the proof, the quantities $P_{j+1}, n_{j+1}$, etc. are used to represent the final values of the relevant quantities computed in Algorithm 2 when it is called in line 5 during iteration $j$ of Algorithm 3; they are the complementary quantities to $\left(x_{j+1}, s_{j+1}, y_{j+1}\right)$.

It follows from norm inequalities, the definition of $P_{j+1}$, (4.40), the fact that $n_{j}=0$ if $j \notin \mathcal{N}$ (see Lemma 3.3(ii)), (3.1), (5.6), (5.7), Assumption 1.1, and (5.5) that, for all $i \in\{1,2, \ldots, m\}$, we have

$$
\begin{aligned}
\left|\frac{\left[n_{j+1}^{s}\right]_{i}}{\left[s_{j+1}\right]_{i}}\right| & \leq\left\|S_{j+1}^{-1} n_{j+1}^{s}\right\|_{2} \leq\left\|P_{j+1}^{-1} n_{j+1}\right\|_{2} \leq \frac{2}{\kappa_{\mathrm{J}}^{2}} \pi_{j+1}^{v} \\
& =\mathcal{O}\left(v_{j+1}\right)=\mathcal{O}\left(\mu_{j}^{\beta}\right) \text { for } j \in \mathcal{J}
\end{aligned}
$$

Since we maintain positive slacks throughout Algorithm 2, we may conclude that

$$
\begin{equation*}
\left|\left[n_{j+1}^{s}\right]_{i}\right|=\mathcal{O}\left(\mu_{j}^{\beta}\left[s_{j+1}\right]_{i}\right) \text { for all } 1 \leq i \leq m \text { and } j \in \mathcal{J} . \tag{5.8}
\end{equation*}
$$

We now develop a crucial bound by considering two cases motivated by (5.4). First, suppose that for a given $i$ we have $\mu_{j}\left[s_{j+1}\right]_{i}^{-2} \leq \kappa_{\mathrm{D}}\left(\mu_{j}\right)$, so that from (5.4) we have $\left[d_{j+1}\right]_{i}=\mu_{j}\left[s_{j+1}\right]_{i}^{-2}$. It then follows from this fact and (5.8) that

$$
\left|\left[s_{j+1}\right]_{i}\left[d_{j+1}\right]_{i}\left[n_{j+1}^{s}\right]_{i}\right|=\mathcal{O}\left(\mu_{j}^{1+\beta}\right) \quad \text { for } \quad j \in \mathcal{J}
$$

Second, suppose that for a given $i$ we have $\mu_{j}\left[s_{j+1}\right]_{i}^{-2}>\kappa_{\mathrm{D}}\left(\mu_{j}\right)$, so that from (5.4) we have $\left[d_{j+1}\right]_{i}=\kappa_{\mathrm{D}}\left(\mu_{j}\right)<\mu_{j}\left[s_{j+1}\right]_{i}^{-2}$, and thus $\left[s_{j+1}\right]_{i}^{2}\left[d_{j+1}\right]_{i}<\mu_{j}$. Combining this fact with (5.8) shows that

$$
\begin{equation*}
\left|\left[s_{j+1}\right]_{i}\left[d_{j+1}\right]_{i}\left[n_{j+1}^{s}\right]_{i}\right|=\mathcal{O}\left(\mu_{j}^{\beta}\left[s_{j+1}\right]_{i}^{2}\left[d_{j+1}\right]_{i}\right)=\mathcal{O}\left(\mu_{j}^{1+\beta}\right) \quad \text { for } \quad j \in \mathcal{J} \tag{5.9}
\end{equation*}
$$

Therefore, (5.9) holds in both cases, i.e., (5.9) holds for all $1 \leq i \leq m$ and $j \in \mathcal{J}$. We may now use the same proof as for Lemma 4.19, combined with (5.7), (5.9), and the first part of (5.5) to deduce that $\lim _{j \in \mathcal{J}} y_{j+1}=y_{*}$ for some $y_{*}$ satisfying
$g\left(x_{*}\right)+J\left(x_{*}\right)^{T} y_{*}=0$ and $S_{*} y_{*}=0$. To prove that $\left(x_{*}, s_{*}, y_{*}\right)$ is a first-order KKT point for problem (NPs), it only remains to prove that $y^{*} \geq 0$, as we do next.

From the first part of (5.5), we know that

$$
\begin{align*}
\zeta_{1} \mu_{j}^{\alpha} & \geq\left\|\binom{g\left(x_{j+1}\right)+\nabla_{x x} \mathcal{L}\left(x_{j+1}, y_{j+1}^{\mathrm{B}}\right) n_{j+1}^{x}+J\left(x_{j+1}\right)^{T} y_{j+1}}{-\mu_{j} e+S_{j+1} D_{j+1} n_{j+1}^{s}+S_{j+1} y_{j+1}}\right\|_{2} \\
& \geq\left\|-\mu_{j} e+S_{j+1} D_{j+1} n_{j+1}^{s}+S_{j+1} y_{j+1}\right\|_{2} \\
& \geq\left|-\mu_{j}+\left[s_{j+1}\right]_{i}\left[d_{j+1}\right]_{i}\left[n_{j+1}^{s}\right]_{i}+\left[s_{j+1}\right]_{i}\left[y_{j+1}\right]_{i}\right| \text { for all } 1 \leq i \leq m \tag{5.10}
\end{align*}
$$

We now consider two cases. First, suppose that $i$ is such that $\left[s_{*}\right]_{i}>0$. In this case it follows from (5.10), (5.9), the fact that $\mu_{j} \rightarrow 0$, and (5.6) that $\lim _{j \in \mathcal{J}}\left[y_{j+1}\right]_{i}=$ $\left[y^{*}\right]_{i}=0$, as desired. Second, suppose that $i$ is such that $\left[s_{*}\right]_{i}=0$. It may be observed from (5.10) that $-\zeta_{1} \mu_{j}^{\alpha} \leq-\mu_{j}+\left[s_{j+1}\right]_{i}\left[d_{j+1}\right]_{i}\left[n_{j+1}^{s}\right]_{i}+\left[s_{j+1}\right]_{i}\left[y_{j+1}\right]_{i}$, so

$$
\begin{equation*}
\left[y_{j+1}\right]_{i} \geq \frac{-\zeta_{1} \mu_{j}^{\alpha}+\mu_{j}-\left[s_{j+1}\right]_{i}\left[d_{j+1}\right]_{i}\left[n_{j+1}^{s}\right]_{i}}{\left[s_{j+1}\right]_{i}} \tag{5.11}
\end{equation*}
$$

It follows from (5.11), $\zeta_{1} \in(0,1), \alpha \geq 1, \beta>0, \mu_{j} \rightarrow 0,(5.9)$, and the positivity of the slack variables as imposed in Algorithm 2, that $\left[y_{j+1}\right]_{i}>0$ for all sufficiently large $j \in \mathcal{J}$. Combining this with $\lim _{j \in \mathcal{J}} y_{j+1}=y_{*}$ shows that $\left[y_{*}\right]_{i} \geq 0$.

## 6 Conclusion and discussion

In this paper, we have presented a new algorithm for solving constrained nonlinear optimization problems. The algorithm is of the inexact barrier-SQP variety, i.e., it approximately solves a sequence of barrier subproblems using an inexact SQP method. In Sects. 3 and 4, we proved that each barrier subproblem could be solved approximately using a new inexact-SQP method based on a trust-funnel mechanism (not requiring a filter or penalty function). The algorithm is extremely flexible in that, during each iteration, it automatically determines the types of steps and updates that are expected to be most productive, where potential productivity is determined by available criticality measures. In each iteration, each subproblem may be solved approximately using matrix-free iterative methods, which means that the algorithm is viable for solving large-scale barrier subproblems. We then proved in Sect. 5 that an approximate solution of the original nonlinear optimization problem may be obtained by approximately solving a sequence of barrier subproblems for a decreasing sequence of barrier parameters.

Although we have not considered them explicitly in this paper, we remark that equality constraints, call them $c_{\mathrm{E}}(x)=0$, may easily be included in our algorithm. To do this, one may simply redefine

$$
c(x, s):=\binom{c(x)+s}{c_{\mathrm{E}}(x)}
$$

and adjust the barrier problem (BSP), violation measure (1.3) and $v$-criticality measure (3.1) in obvious ways. Clearly, two-sided bounds on inequality constraints may also be incorporated in a similar fashion.

## 7 Appendix

The following is a flow diagram of our trust-funnel method stated as Algorithm 2.
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